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Abstract — In this work, different types of clocked storage elements are compared in terms of the impact of process variations on their performances.  Transistor sizes are obtained from energy-efficient characteristics and used in the simulation to measure the delay variations caused by process variations. The structure of a clocked storage element affects its robustness to process variations
.
Index Terms — Clocked storage elements, energy-delay tradeoff, energy-efficient characteristics, process variations. 
I. INTRODUCTION

   The sizing of individual transistor is a critical factor for the performance and power consumption of clocked storage elements (CSEs) [1]. Since there is a tradeoff between energy and delay of a CSE, analysis of the energy-delay (ED) characteristics is important for the design of CSEs with desired properties [2]. The issue of low-power VLSI has been in the focus of concerns and the low-power issue has not been restricted only to embedded system of mobile application but also high-performance computing. The standard cell library needs to adopt low-power design because the high-end microprocessors consist of tremendous number of cells, which dramatically increases energy consumption [3]. Many types of circuits consuming low-power have been reported and applied in the industry to compensate for the growing consumption of energy due to the large scale of integration in modern processors. Therefore, the primary concern in designing CSEs is the transistor sizing with energy-efficient characteristics which yield the smallest energy for a given delay. Most of the currently used processors adopt the pipelining concept in their architecture to achieve high performance. Pipelining increases instruction level parallelism by dividing the logic operation into different steps. It is important to enhance the speed of each pipeline stage since the overall speed of pipelined architecture is limited by the slowest stage. CSEs are attached to the front and end of each pipelining stage and considered as the dominant hardware overhead in performance and power consumption of the pipelined architecture. Therefore, employment of the high-speed and low-power CSEs to compensate for the hardware cost is the critical part of designing the microprocessor.
   Process variations of circuit parameters such as the transistor channel length and threshold voltage cause significant fluctuations in the performance and power of circuits in scaled-down technology [4]. Previously, these variations, which have occurred only across the die-to-die, wafer-to-wafer, and lot-to-lot, had been considered to be important in the design stage. As the scaling technology has been advanced, however, the feature size of transistor parameters decreased below the definition used in optical process. The growing complexity of the process and decreasing feature size create more variations in the critical dimension because of the difficulties in precise controls required for the semiconductor fabrication. Therefore, process variations within a single die affect the performance of an integrated circuit and impose a great challenge on the VLSI designer. It is required for the circuit design to adopt the standard cell robust to process variations due to the growing impact of the within-die variations on the performance. This work shows that different topologies of CSEs suffer from delay degradations at different levels.
II. APPROACH TO ENERGY-EFFICIENT CHARACTERISTICS

    The transistor sizing is an important factor affecting the energy-delay tradeoff. Thus, the optimal sizing can be found by the analysis of ED space. The size of each transistor is changed to evaluate the performance and energy under a fixed input size and output load. The energy and delay are measured at the best setup time and 25 % data activity and presented in the ED space (Fig. 1). Since the energy-efficient characteristics are primarily considered for the design of CSEs, the transistor sizing with lowest energy for the same delay is selected and used in this work [5]. The subset of points with minimum energy for each delay target can be classified according to the factor affecting sensitivity. The points sensitive to the change of delay are obtained from the steep region in the subset of energy-efficient characteristics, labeled as “high energy sensitivity region”. In these points, larger transistors are used for the fast speed, which increase the energy consumption. In a similar fashion, the points with low energy consumption and high delay are obtained from the flat region, labeled as “high delay sensitivity region”, in the subset of energy-efficient characteristics. The minimum energy-delay-product (EDP) also locates among the points with energy-efficient characteristics. Therefore, evaluating the impact of process variations on delay is limited to the region where the points have energy-efficient characteristics. 
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Fig. 1. Energy-efficient characteristics of the Transmission -Gate Master-Slave Latch
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Fig. 2. Topologies of the Clocked Storage Elements: (a). UltraSPARC flip-flop (USPARC), (b). Implicitly pulsed flip-flop (IPP),  (c). Transmission-gate pulsed latch (TGPL), (d). Transmission-Gate Master-Slave Latch (TGMS), (e). Write-port Master-slave latch (WPMS) 

III. CSEs’ TOPOLOGIES USED IN THE ANALYSIS

    In this work, the performances of five CSEs are tested for robustness against process variations. They are selected for this experiment since they have been commonly used in the industry. These CSEs have single-ended structures divided in three major classes: dynamic structures, explicitly pulsed latches, and master-slave latches. UltraSPARC flip-flop (USPARC, Fig. 2(a), [6]) is redesigned from the Semi-Dynamic Flip- Flop (SDFF, [7]) to reduce the soft error rates and adopted in Sun UltraSPARC-III microprocessor. These flip-flops yield high speeds because of the dynamic structures used in the designs. Another dynamic flip-flop variant is the implicitly pulsed flip-flop with push-pull latch (IPP, Fig. 2(b), [8]). The IPP has a simpler topology than USPARC. The simplicity of the topology allows less energy consumption with reduced switching activity occurred between the latch stages.  The transmission-gate pulsed latch (TGPL, Fig. 2(c), [9]) is designed for the Intel Itanium processor and considered as one of the fastest storage element due to a single transparent latch in the critical path. However, its speed is accompanied with the large expense of energy mainly caused by the energy consumed by the pulse generator.  Two CSEs with the conventional master-slave topology are presented here. The transmission-gate master-slave latch (TGMS, Fig. 2(d), [10]) uses the transmission gate for both master and slave latches. The TGMS is used in the PowerPC 603 and regarded to be among the most energy-efficient design of general-purpose storage element.  The write-port master-slave latch (WPMS, Fig 2(e), [11]) has the structure devoid of pMOS in its passgate. Despite of this advantage, this latch shows worse performance and power consumption than TGMS.   
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       Fig. 3. Simulation set-up for single-ended CSEs
TABLE I
       The nominal value and ± 3σ variations of the physical
       parameters used in the Monte-Carlo analysis

	
	Gate Length(Lg)
	Oxide Thickness(tox)
	Threshold Voltage(Vth)

	Nominal value
	32nm
	1nm
	240mV

	± 3σ variation
	± 15%
	± 5%
	± 18%


IV. METHODOLOGY TO ASSESS THE IMPACT OF PROCESS VARIATIONS
    All data for delay and energy are obtained by Hspice simulations performed at the 32nm technology with Predictive Technology Model (PTM) [12]. The granularity of transistor 
size is set equal to the minimum width which is 0.1um. The D-to-Q delay is the timing difference between data and output transition at best setup time. The energy is measured by integrating the current at 25% data activity. The simulation setup for a CSE is shown in Fig. 3 which was used in [13].  The data and clock inputs are buffered with inverters. The load of clock input is variable to provide a constant FO2 slope. The output is also buffered and the load size is kept constant during the simulation. The energy-efficient characteristics are found by the analysis of ED space and used to examine the impact of process variation on D-to-Q delay. In order to evaluate the effect of process variations, the physical parameters are restricted to the gate length (Lg), oxide thickness (tox), and threshold voltage (Vth). These parameters directly affect the delay and increase the sensitivity of the performance to the process variations through the interactions between parameters [14]. We assume that these variations follow the Gaussian distribution. The variations of parameters are generated and used to evaluate the delay fluctuation by using SPICE Monte-Carlo simulation. The nominal value and  ± 3σ variations, presented in the Table 1, are found in The International Technology Roadmap for Semiconductor (ITRS), 2007. The Monte-Carlo analysis is used to find out the impact of process variations on the delay of CSEs. The values of delay variations are normalized and distributed for the population of normalized values. The populations with same normalized value are summed for all combinations of sizing in energy efficient characteristics.
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Fig. 4. The normalized distribution of delay variation of each CSE: (a). UltraSPARC flip-flop (USPARC), (b). Implicitly pulsed flip-flop (IPP), (c). Transmission-gate pulsed latch (TGPL), (d). Transmission-Gate Master-Slave Latch (TGMS), (e). Write-port Master-slave latch (WPMS) 
TABLE II
            Delay variation of each CSE

	
	Mean value of delay variations


	USPARC
	25.5%

	IPP
	21.2%

	TGPL
	23.4%

	TGMS
	14.8%

	WPMS
	15%


V. THE CSE DESIGNS ROBUST TO PROCESS VARIATIONS

    Fig. 4 shows the normalized distribution of delay variations for each CSE. All CSEs show the characteristics of Gaussian distribution except USPARC. Especially, the normalized distribution of TGMS has the largest population of a nominal delay. The USPARC, however, has a more extended range of delay greater than 1. The smallest delay is just around 0.82 whereas the largest value reaches up to 1.7. The population with delay greater than1 is almost 60 % more than the population with less than 1.
    The average delay variation is obtained from the deviation ratio of every variation. The absolute value of deviation from the nominal one is found for all transistor sizing examined. The ratio of this deviation to the nominal one is used as a parameter which represents degrees of the impact of process variations on the performance of a CSE. Table 2 gives the average delay variation for each CSE. As shown, the USPARC has the largest deviation, 25.5%, and the TGMS has the smallest, 14.8%. The USPARC is a representative CSE adopting dynamic structure. The two static latches, TGMS and WPMS, both show less delay variation compared to other CSEs. IPP, another dynamic structure, has bigger delay variation, 21.2%, than static latches even though the variation of IPP is smaller than the one of USPARC. Although the dynamic logic has the high speed advantage, it is undesirable to adopt dynamic structured CSEs in scaled-down technology because of its sensitivity to process variations in addition to large standby leakage currents and weak immunity to noise [15]. The pulsed latch structure, TGPL, suffers from more impact of process variations than TGMS and WPMS. Since the transistor sizing of pulse generator is very critical for the performance of TGPL, it is much more sensitive to gate length variations than other latches.
VI. CONCLUSIONS
    In this paper, we have tested different types of CSEs to evaluate their delay variations due to process variations. The average delay variation of each CSE is calculated from the variations measured at the point with the energy-efficient characteristics. The static latches such as TGMS and WPMS are less affected by process variations on the D-to-Q delay compared to dynamic structures, USPARC and IPP. The TGPL is not as robust as TGMS and WPMS since part of its critical path is largely affected by transistor sizing. To conclude, static latches with less sensitivity to sizing are optimal selections for CSEs robust to process variations.  
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