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Abstract

This paper demonstrates the advantages of using on-
line arithmetic for traditional and advanced detection algo-
rithms for communication systems. Detection is one of the
core computationally-intensive physical layer operations in
a communication receiver and determines the communica-
tion data rates. Detection algorithms typically involve hard
decisions (sign based testing) to find the sign of the trans-
mitted information bit. This results in extraneous compu-
tations in a conventional number system as the sign is ob-
tained only at the end due to the Least Significant Digit First
(LSDF) nature of computations. On-line arithmetic, based
on a signed digit number representation, provides Most Sig-
nificant Digit First (MSDF) computation. Hence, the com-
putations can stop after the first non-zero MSD (sign) is
computed and additional computations for the successive
digits can be avoided. Back-conversion to a conventional
number system is not required as the sign of the digit rep-
resents the detected bit. A comparison of a radix-4 serial
digit on-line multiuser detector with an 8-bit parallel con-
ventional arithmetic multiuser detector shows a decrease in
latency by 1.79X, a 3X increase in throughput, and possible
savings in area.

1. Introduction

Next generation communication systems based on W-
CDMA (Wideband Code Division Multiple Access) are be-
ing designed to increase data rates by orders-of-magnitude
and enhance performance significantly in order to support
real-time multimedia services [1]. However, the increased
complexity required by the algorithms to support multi-
media capabilities has not been supported by hardware to
achieve real time implementations. Detection is one of the
core baseband processing operations in a digital communi-
cation receiver and is used to find the transmitted bits from
the source after it has been corrupted by noise and other in-
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terference present in the channel. The data rates that can
be achieved in a communication system are dependent on
the speed of detection; therefore, it is critical to accelerate
detection to meet real-time performance requirements.

Several advanced schemes have been proposed for detec-
tion [12, 16] for future communication receivers that pro-
vide better performance in terms of lower bit error rates.
Despite their sub-optimality, these algorithms have not been
implemented in practical systems due to their high imple-
mentation complexity [14]. In this paper, we demonstrate
the use of non-conventional redundant number representa-
tions using on-line arithmetic to accelerate the implemen-
tation of traditional as well as advanced detection algo-
rithms to help meet real-time requirements for next genera-
tion communication systems.

The physical baseband layer in a digital communica-
tion receiver involves operations to detect and decode the
transmitted information bits. Sophisticated algorithms for
channel estimation, detection and decoding are applied on
the receiver to determine the transmitted bits. Based on
these high-precision operations, a hard decision (a sign-
based test) is made on the transmitted bits for detection,
which are typically +1’s, assuming a Binary Phase Shift
Keying (BPSK) system. Thus, higher precision algorithms
are used to determine the sign of the result. This approach
involves extraneous computations even for finite precision
implementations as the sign is obtained only at the end of
the computations. Figure 1 shows the main blocks in a dig-
ital communication receiver.

On-line arithmetic [5, 9, 11] has been developed and re-
searched extensively over the past two decades. On-line
arithmetic has been shown to be very useful for many sig-
nal processing applications such as DCT, FFT, CORDIC,
filtering and matrix based operations [3, 7]. In conventional
arithmetic, all digits of the result must be computed before
the next operation can be started. However, in on-line arith-
metic, the operands, as well as the results, flow through
the computations in a digit-by-digit manner, starting from
the most significant digit (MSDF). The advantages of on-



Decodin : —> Decoded
_.L—g—]_. —] Information bits

Antenna Hard decision d
or soft decision y
e I O
RF Unit [ A/D ] Demux T
Channel
L Estimation

Figure 1. Block diagram of a digital communication receiver. The detector produces either single-bit precision
outputs (hard decisions) of the detected bits or higher precision outputs (soft decisions). The final decision on

the transmitted information is made at the decoder.

line arithmetic have been to eliminate carry-propagate ad-
dition, reduce interconnection bandwidth between modules
and allow parallelism between several operations. With a
serial data flow, on-line arithmetic can be pipelined to im-
plement sophisticated algorithms. As carry-propagation is
eliminated, on-line operations can be overlapped. On-line
arithmetic has been shown to provide a speed-up of 2-16X
[6] for conventional numerical operations. The implemen-
tation tradeoffs related to the applicability of on-line arith-
metic are its need for a non-conventional number system,
conversions to-and-from a conventional system [10], and
the inherently serial nature of the operations.

In this paper, we show that on-line arithmetic also has
immense potential for use in detection in communication
systems. We present on-line implementations for both tra-
ditional and advanced detection algorithms. Because com-
munication systems are special-purpose applications, there
is no need to maintain a conventional number representa-
tion. On-line arithmetic can be used in a communication re-
ceiver with almost the same numerical accuracy and signifi-
cant performance acceleration in terms of speed and latency
reduction. Also, a MSDF representation allows us to stop
computations as soon as the first non-zero MSD (sign) has
been calculated. This not only avoids the computations of
the successive digits, but also eliminates the need for back-
conversion to a conventional number system.

2. Background on on-line arithmetic

On-line arithmetic algorithms [S, 7] work in a digit-serial
manner, producing the result in a MSDF fashion. To gener-
ate the first output digit, é digits of the input are required.
Thereafter, with each digit of the input, a new digit of the
result can be obtained. The on-line delay & is typically a
small integer, ¢.g. 1 to 4. Since the outputs are produced
serially, the algorithms can be pipelined with a latency of §
as shown below:
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In order to achieve MSDF operations, on-line algorithms
need to use a redundant number system [2] for carry-free
addition. The on-line representation of a number x is given
by [5]

i
X; = Xjitajer
6
Xo = inr"
i=1

where X; represents the value of the addends at step j,
r is the radix of the redundant number system and 4 is
the on-line delay. The digits z; belong to a redundant
digit set, {-p,.....,-1,0,1,.....,0} (assumed symmetric) where
r/2 < p < r — 1, represents the amount of redundancy
in the number system. For our system, we shall assume
p = r — 1 for maximum redundancy as this will allow
the inputs to the system to be directly acceptable in redun-
dant form for on-line operations. We choose a radix-4 sys-
tem to reduce the on-line delay to § = 1 for multiplica-
tion and addition [5] as it requires the least number of gates
[8]. In our algorithms, we shall assume fixed point inputs
with 8-bit precision as it is shown to be sufficient for most
detection implementations [14]. On-line arithmetic, being
word-length independent, will demonstrate better perfor-
mance benefits with higher precision. The operations that
need to be performed for detection are on-line addition and
multiplication, which are presented in the Appendix.

3. Detection algorithms implemented in a W-
CDMA communication receiver

We first show the advantages of on-line arithmetic for
a traditional and widely implemented matched filter detec-



tor [16] (or the single user detector) as an initial example.
Then, we present one of the advanced multiuser detection
algorithms proposed to achieve better performance in wire-
less communication receivers.

3.1. Synchronous matched filter detector

A synchronous detector [12, 16] implies that different
users are transmitting their information to the receiver at
the same time, i.e. all users are synchronized in time with
respect to each other. This makes detection a simpler task
as the delays of the different users need not be accounted
for. This is a valid assumption for the downlink when a
base-station is talking to a mobile receiver. A matched filter
detector is also termed as a single user detector as it ignores
the effect of interference due to the other users. The detec-
tion problem can be viewed as a least squares problem. Let
r; € RV be the received signal and A € RV*K be the
cross-correlation matrix obtained from channel estimation.
N is the length of the spreading code (also known as the
spreading gain or the spreading factor) and K is the num-
ber of users in the system. Letd; € {+1, —1}K be the
bits of the K users to be detected. Then, the system can be
formulated as given below:

ri = Ad;+m. €)]

where 7 is the Additive White Gaussian Noise (AWGN) in
the system. So, a least-squares solution to the problem can
be derived as

Ay, = AYAd; + A"y, )
d; sign(ATA) AR (r; = ns)).  3)

I

Equation 3 represents the decorrelating detector, which is a
multiuser detector. A simple approximation to the decorre-
lating detector can be obtained by assuming that the cross-
correlations are zero (the received signals for each user are
independent) and the A A matrix is identity. This gives
rise to the single user detector or the matched filter detector
with hard decision outputs:

d; = sign(Afr). @)
Figure 2 shows the architecture of a single user matched
filter detector.

3.2. Asynchronous multiuser detection

In the uplink, when multiple mobile users are communi-
cating with the base-station, the desired user’s bits receive
interference from the past or future overlapping symbols of
other users along with their current symbols because they

Single User Detector

d;, =sign( AMpr)

Figure 2. A single user matched filter detector. The
figure shows the formation of an element Aflr; of
the vector Afr;. The subscript ’p’ refers to a row
index of the matrix Af . See equation (4).

are asynchronous. This is as shown in Figure 3. Mul-
tiuser detection cancels the interference from other users
to improve the error rate performance compared to tradi-
tional single user detection using only a matched filter [16].
Here, we assume that the delays of the users are coarse-
synchronized within one symbol duration. We consider
multistage detection [15, 18], based on the principle of Par-
allel Interference Cancellation (PIC). This scheme cancels
the interference from the other users successively in stages
and is shown to have computational complexity quadratic
with the number of users.

The different delays and phase-shifts make the received
signal r; and the channel estimates complex numbers. For
an asynchronous system with BPSK modulation, the chan-
nel estimate can be arranged as Ag, A; € CV*¥ which
corresponds to partial correlation information for the suc-
cessive bit vectors d;_1,d; € {+1,~1}*, which are to be
detected. In vector form, the received signal is
[ diioa

dK,.i—l _
dy i + ©)

r, =

[AoA4]

L dki

3.2.1. Asynchronous matched filter detection

The bits, d;, of the K users to be detected lie between
the received signal r; and r;—; boundaries. The matched
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Figure 3. Multiple access interference. This fig-
ure shows the interference due to asynchronous
delays of the different users. The received signal
contains the sum of past, current and future bits
(each shaded differently) of all users.

filter detector (12, 16] does a single user detection for each
user, neglecting the effects of other users. The synchronous
matched filter detector (equation (4)) can be extended to the
asynchronous case, producing both soft decisions y; and
hard decisions d;.

%[A{{ri_l + Agri]
sign(y:).

yi ©6)

d;

We see that the asynchronous nature of users increases the
complexity of matched filter detection. Comparing equa-
tions (4) and (6), we can see an increase in complexity for
the asynchronous matched filter due to the increase in addi-
tion.

3.2.2. Multistage parallel interference cancellation

The multistage detector [13, 15, 18] uses the soft deci-
sions y; of the matched filter to get an initial estimate of the
bits and then subtracts the interference from all other users.
The multistage detector performs parallel interference can-
cellation iteratively in stages.

y® -1V - caf ) —17al )
)

v
d;®

I

sign(y:®).

Equation (7) may be thought of as subtracting the interfer-
ence from the past bit of users, who have more delay, and
the future bits of the users, who have less delay than the
desired user (Refer to Figure 3 and equation (5)). The left
matrix I, € REXK  stands for the partial correlation be-
tween the past bits of the interfering users and the desired
user, the right matrix R = L7, stands for the partial cor-
relation between the future bits of the interfering users and
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Figure 4. Pipelined multiuser detector architecture.
The asynchronous matched filter provides the ini-
tial estimates for PIC. A 3-stage PIC detector is
shown. The first stage of the detector is expanded
in detail.

the desired user. The center matrix C € RK*K s the cor-
relation of the current bits of interfering users and the di-
agonal elements are zeros since only the interference from
other users, represented by the non-diagonal elements, is
canceled. The lower index, i, represents time, while the up-
per index, /, represents the iterations. We assume L and C
to be pre-computed as part of channel estimation.

Figure 4 shows the architecture of the multistage mul-
tiuser detector {13]. The detector takes in the soft deci-
sions, y;, and the hard decisions, d;, from the asynchronous
matched filter. The partial correlation matrices L, C (chan-
nel estimates) are also loaded. The detector subtracts the
interference iteratively in stages from the matched filter out-
put. The first stage of PIC needs y;, d;, and d;y; from the



Figure 5. PIC stages of the multiuser detector. The
figure shows the formation of an element C,d; of
the vector Cd;. The subscript 'p’ refers to a row
index of the matrix C while ’i’ refers to the time
index of the detected data vector d.

matched filter to start its computation (equation (7)). This
represents a latency of 2 matched filter operations before the
first stage can begin its computations. Similarly, each stage
of the detector sends the match-filtered estimate and the up-
dated hard decisions to the next stage of the detector with a
latency of 2 operations. Three stages of PIC are shown to
be sufficient for convergence of multistage detection [18].
The detected bits are then sent to the decoder for retrieving
the transmitted information.

Each stage of the multiuser detector uses only adders be-
cause multiplication by single bits can be reduced to addi-
tion and subtraction. In order to form the various vectors
such as Cd; in equation (7), we can use an adder tree as
shown in Figure 5. The multiplication by the bits can be
substituted by a 2’s complement representation in case the
bit is -1 (shown as 2C with a circle in the figure) and left
unchanged when the bitis +1.

4. Implementation of on-line single user and
multiuser detectors

This section compares the advantages of implementing
detection using on-line arithmetic. The performance ben-
efits for the traditional single user matched filter detector
and for a more advanced, multiuser detector are presented
in this section.

4.1. Synchronous matched filter detector

As seen from Figure 2, the computation performed in
a matched filter is the sign of a matrix-vector multipli-
cation. For a minimum time implementation, each cle-
ment of the output vector d can be computed in parallel
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in log, (N) + 2 time, where N represents the length of the
spreading code used. A conventional implementation of the
detector has a latency time (log, (V) + 2) * log, (d) * teony
where log,(d) * tcony is the time taken to compute d-bit
addition and 2 * logy(d) * teony for d-bit multiplication.
This is assuming a carry look-ahead adder and a Wallace
tree multiplier, which computes the result in approximately
O(log,(d)) time [17]. A hard-decision is finally made in the
end, and all the successive digits in the output can be disre-
garded. This latency time also represents the throughput of
the conventional arithmetic detector as internal operations
are not pipelined.

The benefits of on-line arithmetic stem from computing
the sign of the result (the first non-zero MSD) in a MSDF
manner. As soon as the first non-zero digit is computed, all
succeeding operations at that point can be stopped. The on-
line implementation performs the same operation in latency
time (logy (N ) +1)*tor+1tstop, Where oy is the time taken
for a single digit on-line addition or multiplication and ¢4,
is the approximate time taken for the first non-zero digit of
the result to appear.

The timing schedule of operations for the single user de-
tector is as shown in Figure 6. The latency and the through-
put of the conventional implementation is (log,(N) + 2) *
log, (d) * tecony- The N represents the N muitiplications
occurring in parallel, N/2+ the next N/2 parallel addi-
tions and so on. The tree-based nature of computations
causes the latency of the on-line scheme to have a delay
of (logy (V) + 1) * toy for the first digit of the result to
appear. However, the first digit may be a zero and may not
represent the sign digit. The time for the sign digit to ap-
pear depends on the difference in magnitude and sign of the
operands. If the operands have opposite signs and nearly
equal magnitude (which could happen when the detected
signal is close to the decision region, due t0 low SNR (Sig-
nal to Noise Ratio) or large interference from other users),
the first few MSDs will be zeros, and the sign of the re-
sult will be known only after calculation of the succeed-
ing digits. Hence, 0 < tg0p < M * tor. As soon as
the sign digit of the result is computed, the computations
are stopped. Hence, the overall latency for the operations
is (logo(N) + 1) * tor, + tstop. The number of digits
m for the operands in a radix-r representation is given by
m = d/loga(r), where d is the bit-precision. Hence, a com-
plete calculation of the full precision of the result takes time
m*tor.

Assuming a typical spreading code length of N = 32
and d = 8&-bit precision, the number of digits for the
operands in a radix-4 representation is m = 4. We assume
that the on-line implementation time £y, per digit takes ap-
proximately twice the time of conventional implementation
teonw per bit [7]. Hence, tor, = 2, as we choose the ba-
sic unit of conventional addition time, t.on, = 1. The
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Figure 6. Timing schedule for the synchronous matched filter detector. The figure shows the latency reduction
and speedup in throughput for the on-line arithmetic detector.

time taken for ¢,,, depends on the magnitude and sign
of the operands. The values of .., now range between
0 < ts0p < 4% 2 = 8. We assume that, on an average,
tstop = 2 for an 8-bit implementation. This gives a la-
tency of 21 cycles for the conventional case and 14 cycles
for the on-line case. The throughput also improves to 8 cy-
cles for on-line arithmetic from 21 cycles for conventional
arithmetic. The benefits of on-line arithmetic increase with
increase in N. The latency reduction and the speedup in
the throughput for the single user detector due to an on-line
arithmetic implementation is given in Table 1.

4.2. Advanced multiuser detection

The timing schedule for multiuser detection is as shown
in Figure 7. The figure shows the time steps involved during
the computation of the asynchronous matched filter (equa-
tion (6)) and three stages (S = 3) of parallel interfer-
ence cancellation (equations (7)-(8)). The figure shows the
pipelining of the stages of the multiuser detector in the con-
ventional arithmetic case and the pipelining of both the PIC
stages as well as within the stages for the on-line imple-
mentation. In order to compute the new d;, the first stage of
the detector must wait until d;, y; and d;;1 of the matched
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filter are available, as can be seen from equations (7)-(8).
For the conventional arithmetic implementation, since the
hard decision d;; is available only at the end of the com-
putation, the PIC stage needs to wait for 2 conventional
matched filter operations tcasr before it can start its com-
putation, where topr = (loge(N) + 3) * logy (d) * teonw-
Similarly, each stage of the PIC takes 2 conventional PIC
operations tcprc to start the new d;, where tcpic =
(logy (K) +3) *log, (d) ¥t cony as shown in Figure 7. Hence,
the overall system latency to generate the result is given by
(2xS—1)xtcprc+2%tcmr, where S is the number of PIC
stages. Also, as the stages are pipelined, the throughput of
the conventional detector is o arp as typically, the spread-
ing factor is greater than the number of users (N > K).
For the on-line multiuser detector, the first stage of the
PIC can begin its computation as soon as the sign d;4, is
obtained from the matched filter, without waiting for the
completion of the digits to y; 1. Thus, the first stage can be-
gin its computation immediately after £540p of the (i + 1)
computation. Similarly, each stage of the PIC can begin
computing d; as soon as the d;;; of the previous stage has
finished. Thus, starting after ¢,:,, helps to reduce the over-
all latency of tpyrp + m xS xtor + S * tpyc. Again, the
throughput for the on-line detector is m * oy, as it was for
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Figure 7. Timing schedule for multiuser detection. This figure shows the latgncy reduction and speedup in

throughput for the on-line arithmetic detector.

the synchronous detector (Figure 6).

Assuming a three-stage detector (S = 3), we get a la-
tency of 168 cycles and a throughput of 24 cycles for the
conventional implementation. The on-line implementation
has a reduced latency of 94 cycles and a throughput of 8 cy-
cles. The speed advantages and comparisons with the syn-
chronous single user detector are shown in Table 1. We can
see that using on-line arithmetic achieves a 1.79X reduction
in latency and a 3X speedup over the conventional detector
implementation. Hence, the benefits of on-line arithmetic
are greater with advanced detection algorithms, providing
significant decrease in latency and increase in speed.

Savings in area are also possible due to the digit serial
nature of on-line computations as we use only a single-digit
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radix-4 on-line adder and multiplier as opposed to a d-bit
fully parallel conventional adder and multiplier for each el-
ement in the tree-based computations of the detection algo-
rithms.

5. Extensions to higher modulation schemes

The algorithms for detection presented in this paper as-
sumed BPSK transmission, which is currently used in IS-
95 based CDMA systems. However, on-line arithmetic can
also be used for QPSK (Quadrature Phase Shift Keying)
proposed for future W-CDMA systems. For QPSK, the sign
of the real as well as the imaginary component of the re-
ceived signal is used to form the decision region in a manner



Table 1. Latency reduction and throughput speedup for different detection schemes. N = K =32, d =38, S =
3, r= 4, tor = 2, teony = l’tatop =2.

Detector Conventional On-line Speedup
Latency (logy (N) + 2)% (logy (N) + 1)« 1.5
Single logy(d) * teony =21 | tor + tatep = 14
User | Throughput (logy (N) + 2)% m*tor = 8 2.625
logy (d) * teony = 21
Multi- Latency (2% S —-1) *tcpic tmr + Sxtprc 1.79
user +2xtopyr =168 | +m*x Sxtor = 94
Throughput tomMr = 24 mx*xtor =8 3

similar to the BPSK scheme. On-line arithmetic can also be
used in M-ary QAM (Quadrature Amplitude Modulation)
proposed for wireless LAN (Local Area Network). This
is because the decision regions in a square QAM are also
squares. The knowledge of the square that the received sig-
nal will lie in can be obtained from the first few MSDs and
the successive operations can be stopped. The closer the
detected signal is to the decision region, the longer it will
take to obtain the sign as the MSDs will be zeros. Thus, the
throughput of the detector depends on the proximity of the
detected signal with the decision region. Going to higher
modulation schemes also implies that greater bit-precision
is needed at the receiver. This need further motivates the
use of on-line arithmetic for detection as the throughput is
now independent of the bit-precision.

For higher M-PSK systems, the analysis becomes com-
plicated as the decision becomes angle-based. However, it
may be possible to work in polar coordinates and use on-
line arithmetic. On-line algorithms for complex number
arithmetic [11] using redundant complex number systems
(RCNS) may also be utilized for these higher modulation
schemes. The benefits of on-line arithmetic may reduce if
interleaving or block computations requiring large latencies
are performed on the received signal. We are investigating
the case for higher modulation schemes as future work.

6. Summary and future work

This paper shows the potential benefits of on-line arith-
metic for sign-based testing operations in a digital commu-
nication system. Specifically, we present the advantages of
using on-line arithmetic for traditional and advanced detec-
tion algorithms for digital communication systems. A com-
parison of a single digit on-line multiuser detector to an 8-
bit precision conventional multiuser detector shows a reduc-
tion in latency by 1.79X, a speedup of 3X in the through-
put and possible savings in area. The overhead of returning
back to a conventional number representation is also not re-
quired. However, the throughput of the detector is not con-
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stant as it depends on the proximity of the detected signal to
the decision region (i.e. depends on the number of zeros in
the MSDs).

The blocks preceding detection and decoding in Figure
1 can also be implemented using on-line arithmetic to form
an entire communication receiver using on-line arithmetic.
The inputs generated serially from the A/D converter are
also inherently MSDF and hence, the on-line algorithms
can increase the overall speed by overlapping computations
with the conversion. Other signal processing applications
involving sign-based computations can also benefit from an
on-line arithmetic approach.

We are currently investigating a complete physical layer
implementation of the communication receiver with estima-
tion, detection and decoding chain of blocks using on-line
arithmetic. The amount of precision required for the algo-
rithms is different at intermediate stages of the blocks and
is also dependent on the channel conditions and the number
of users in the system and hence, may vary with time. An
on-line implementation can be extremely beneficial mn this
scenario due to the digit-serial nature of computation and
hence, the precision can be made programmable. Thus, a
system with high communication data rates and latency re-
duction can be designed using on-line arithmetic for digital
communication receivers.

7. Appendix

The appendix is used to describe the fixed point on-line
addition and multiplication schemes used for detection.

7.1. On-line addition

The steps involved in fixed point on-line addition [4, 5]
of 2 inputs a and b, giving an output ¢ are:

Imitialization: P_; =c_5=¢_; =0

Recurrence



forj=0,1,.. ,m+l1do
W; = r*xPi_i+r°x(a; +b;)

cji-1 = select(W;)

PJ' = Wj —Cj-1

where the selection is done by rounding. A discretization
algorithm (DIS) [4] performs the rounding based on the first
few MSDs. The selection function is given by:

select(W;) sign(Wy)[IW;| +1/2] if [Wj| <p
sign(W;) | |W;]) otherwise.

7.2. On-line multiplication
The steps involved in on-line multiplication [4, 5] are:

Initialization: P_; = co = Ag = By =0

Recurrence
forj=1,.... mdo
I/Vj = T'*PJ-_1+ <Aj_1,aj > *bj+Bj_1 * aj
B; = <Bj_1,b;>
c; = select(W;)
P = Wi-g¢

where the selection function is the same as in on-line addi-
tion.
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