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Abstract

This paper introduces two novel architectures for parallel decimal multipliers. Our multipliers are based on a new algorithm for decimal carry–save multioperand addition that uses a novel BCD–4221 recoding for decimal digits. It significantly improves the area and latency of the partial product reduction tree with respect to previous proposals. We also present three schemes for fast and efficient generation of partial products in parallel. The recoding of the BCD–8421 multiplier operand into minimally redundant signed–digit radix–10, radix–4 and radix–5 representations using new recoders reduces the complexity of partial product generation. In addition, SD radix–4 and radix–5 recodings allow the reuse of a conventional parallel binary radix–4 multiplier to perform combined binary/decimal multiplications. Evaluation results show that the proposed architectures have interesting area–delay figures compared to conventional Booth radix–4 and radix–8 parallel binary multipliers and other representative alternatives for decimal multiplication.

1. Introduction

Providing hardware support for decimal arithmetic is becoming a topic of interest. Specifically, the revision of the IEEE–754 Standard for Floating–Point Arithmetic (IEEE–754r) [1] already incorporates specifications for decimal arithmetic. Thus, it is expected that microprocessor manufacturers include decimal floating–point units in their products oriented to mainframe servers to satisfy the high performance demands of current financial, commercial and user–oriented applications [3].

An important and frequent operation in decimal computations is multiplication. However, due to the inherent inefficiency of decimal arithmetic implementations in binary logic, practically all the proposed decimal multipliers are sequential units [2, 4, 7, 9, 11, 16]. Recently, the first implementation of a parallel decimal multiplier was presented in [8]. Parallel multipliers are used extensively in most of the binary floating–point units [10, 13] and are of interest for decimal applications to scale performance.

In this paper, we introduce new methods for the efficient implementation of decimal parallel multiplication by a parallel generation of partial products and the reduction of these partial products using a novel decimal carry–save addition tree. We present the architectures of two different high–performance parallel multipliers that implement these methods. The second architecture also allows an effective implementation of a combined binary/decimal multiplier. These high–performance implementations have similar hardware complexity or a moderate increment in area with respect to the equivalent binary parallel multipliers. The paper is organized as follows. Section 2 outlines the previous (most representative) work on decimal multiplication. In Section 3 we introduce our proposals for an efficient implementation of decimal parallel multiplication. The proposed techniques for the generation of partial products are more detailed in Section 4, while the reduction of partial products is fully discussed in Section 5. We describe the two resulting architectures and some variants in Section 6. In Section 7 we provide rough area–delay evaluation results for 64–bit (16 decimal digits) decimal and binary parallel multipliers. We compare these results with some other representative works. Finally we summarize the main conclusions in Section 8.

2. An overview of decimal multiplication

Multiplication consists of three stages: generation of partial products, fast reduction (addition) of partial products to a two operand and a final carry propagate addition. Decimal multiplication is more complex than binary multiplication mainly for two reasons: the higher range of decimal digits
reduce the BCD–8421 input operands using a binary CSA tree. Preliminary sum digits are then obtained using a level of 4–bit carry propagate adders. Finally, decimal carry and sum digit corrections are determined from the preliminary sum digit and the carries passed to the next more significant digit position in the binary CSA tree\(^2\). Decimal correction is performed using combinational logic (its complexity depends on the number of input operands added) and a 3–bit carry propagate adder per digit.


3. Proposed techniques for decimal parallel multiplication

We assume that multiplicand \(X\) and multiplier \(Y\) are unsigned decimal integer words. Extension to decimal floating–point multiplication involves exponent addition, rounding of \(X \cdot Y\) to fit the required precision and sign calculations. We represent the decimal digits of any \(d\)–digit decimal integer operand \(Z = \sum_{i=0}^{d-1} Z_i \cdot 10^i\) as

\[
Z_i = \sum_{i=0}^{n} z_{i,j} \cdot r_j
\]

where \(Z_i \in [0,9]\) is the \(i^{th}\) decimal digit, \(z_{i,j}\) is the \(j^{th}\) bit of the BCD \(i^{th}\) digit and \(r_j\) is the weight of the \(j^{th}\) bit. In Table 1 diverse BCD codings are represented. For BCD–8421, \(r_j = 2^j\). BCD–4221 and BCD–5211 are new codings introduced in this paper characterized by the use of redundancy in decimal digit representation. As we have mentioned, the use of BCD–8421 to represent decimal digits means introducing costly decimal corrections in the partial product reduction binary CSA tree to obtain the correct decimal carry and sum. To avoid these corrections we use the BCD–4221 coding of Table 1 to represent partial product digits. Thus, we can perform fast decimal carry–save addition using an ordinary 4–bit binary 3:2 CSA as

\[
A_i + B_i + C_i = \sum_{j=0}^{3} (s_{i,j} + 2h_{i,j}) r_j
\]

\(^1\)Two overlapped digits in the range of \([-5, 5]\) and \([-2, 2]\) are generated for each partial product digit position.

\(^2\)A +6 must be added each time a carry is passed to the next more significant digit position.
significant bit position is occupied by the carry input. In

where 

with \((r_3, r_2, r_1, r_0) = (4, 2, 2, 1)\) and

\[
    s_{i,j} = a_{i,j} \oplus b_{i,j} \oplus c_{i,j} \\
    h_{i,j} = a_{i,j} \cdot b_{i,j} \lor (a_{i,j} \lor b_{i,j}) \cdot c_{i,j}
\]

\(H_i \in [0, 9], S_i \in [0, 9]\) are the decimal carry and sum digits at position \(i\) while symbols \(\lor, \cdot, \oplus\) and \(\oplus\) indicate binary operators OR, AND and XOR respectively. No decimal correction is required because \(H_i\) and \(S_i\) are valid decimal digits in BCD–5211 code. However a decimal multiplication by 2 is required before using the carry digit for the computations. This can be performed in a simple way by a digit recoding to BCD–5211 (shown in Table 1) followed by a 1-bit wired left shift:

\[
    2H_i = lshift(W_i) = w_{i,3} \cdot 10 + w_{i,2} \cdot 4 + w_{i,1} \cdot 2 + w_{i,0} \cdot 2
\]

where

\[
    W_i = w_{i,3} \cdot 5 + w_{i,2} \cdot 2 + w_{i,1} + w_{i,0}
\]

is the BCD–5211 recoded decimal carry digit. Moreover, this operation is in the fast path (carry path of a full–adder). Note that the 1-bit left shift of \(W_i\) produces a carry output \(w_{i,3}\) to the next decimal digit \((i + 1)\), while the less significant bit position is occupied by the carry input \(w_{i-1,3}\) of the previous digit \(W_{i-1}\). Logical expressions for BCD–4221 to BCD–5211 recodings are given by

\[
    w_{i,3} = h_{i,3} \cdot (h_{i,2} \lor h_{i,1} \lor h_{i,0}) \lor h_{i,2} \cdot h_{i,1} \cdot h_{i,0} \\
    w_{i,2} = h_{i,2} \cdot h_{i,1} \cdot h_{i,3} \lor h_{i,0} \lor (h_{i,3} \cdot h_{i,0}) \lor h_{i,2} \cdot h_{i,1} \lor h_{i,0} \\
    w_{i,1} = h_{i,2} \cdot h_{i,1} \cdot h_{i,3} \lor h_{i,0} \lor h_{i,3} \cdot h_{i,0} \cdot h_{i,2} \lor h_{i,1} \lor h_{i,0} \\
    w_{i,0} = (h_{i,2} \cdot h_{i,1}) \lor h_{i,3} \lor h_{i,0}
\]

Nevertheless, due to the redundancy of BCD–4221 and BCD–5211 codings, there are several choices with different area–delay trade–offs for the logical implementation of this digit recoding. This decimal carry–save algorithm leads to fast and area optimized decimal carry–save tree adders detailed in Section 5. Furthermore, conversions between BCD–8421 and BCD–4221 codings can be performed using a simple gate level.

To generate all the partial products in parallel, we obtain all the required multiples. We aim for a fast generation of a reduced number of partial products. This is achieved with the recoding of the multiplier. We have developed three different recodings for the multiplier with good trade–offs between fast generation of partial products and the number of partial products generated. A minimally redundant signed–digit (SD) radix–10 recoding (digits in \([-5, 5]\)) produces only \(d + 1\) partial products but requires a carry propagate gate addition to generate complex multiples \(3X\) and \(–3X\). Minimally redundant signed–digit (SD) radix–4 and radix–5 recodings (with digits in \([-2, 2]\)) produce \(2d\) partial products (2 digits per radix–10 digit) but multiplicant multiples are produced in a few levels of combinational logic. Furthermore, another advantage of using BCD–4221 to represent partial product digits is that the 9’s complement of each digit can be obtained by bit inverting each digit. This simplifies the generation of the negative multiplicant multiples. The proposed BCD–8421 to SD recoders and the generation and selection of multiples are detailed in Section 4.

For the final decimal carry propagate addition we use a binary quaternary tree (Q-T) adder modified to perform decimal additions [17]. Decimal quaternary tree adders based on conditional speculative decimal addition present low latency (about 10% more than the fastest binary adders) and require less hardware than other alternatives.

4. Generation of partial products

4.1. Multiplier recoding

A. Signed–Digit Radix–10 Recoding.

This recoding transforms the digit set \(\{0, \ldots, 9\}\) into the signed–digit (SD) set \(\{-5, \ldots, 5\}\) to perform the selection of multiples in a similar way as modified Booth recoding. Fig. 1 shows a block diagram of the recoding and the multiplicant multiple selection units.

We denote \(Y_i^* = y_{i,3}^* \cdot 5 + \sum_{j=0}^{2} y_{i,j}^* \cdot 2^j\) the digits of the multiplier coded in BCD–5421 (see Table 1). The recoded SD radix–10 multiplier can be expressed in terms of \(Y_i^*\) as

\[
    Y = \sum_{i=0}^{d-1} (y_{i,3}^* \cdot 10 - y_{i,3}^* \cdot 5 + \sum_{j=0}^{2} y_{i,j}^* \cdot 2^j) \cdot 10^i \\
    = y_{d-1,3}^* \cdot 10^d - \sum_{i=0}^{d-1} Y b_i \cdot 10^i
\]

where the value of each SD radix–10 digit \(Y b_i \in [-5, 5]\) is
given by
\[ Yb_i = -y_{i,3}^s \cdot 5 + \sum_{j=0}^{2} y_{i,j}^s \cdot 2^j + y_{i-1,3}^s \]
with \( y_{-1,3} = 0 \). Control signals (in "hot-one" code) can be obtained directly from input BCD–8421 multiplier digits using the following logical expressions:
\[
\begin{align*}
ys_i &= y_{i,3} \lor y_{i,2} \cdot (y_{i,1} \lor y_{i,0}) \\
y5_i &= y_{i,2} \cdot \overline{y_{i,1}} \cdot (y_{i,0} \lor y_{i-1}) \\
y4_i &= y_{i-1} \cdot y_{i,0} \cdot (y_{i,2} \lor y_{i,1}) \\
y3_i &= y_{i,1} \cdot (y_{i,0} \lor y_{i-1}) \\
y2_i &= y_{i,0} \lor y_{i-1} \cdot (y_{i,3} \lor y_{i,2} \cdot y_{i,1}) \\
y1_i &= y_{i,2} \cdot y_{i,1} \cdot (y_{i,0} \lor y_{i-1})
\end{align*}
\]

Since multiplicand multiples are recoded to BCD–221, negative multiples can be generated by the XOR of \( ys_i \) with the corresponding positive multiple as shown in the multiplicant multiple selector of Fig. 1.

B. Signed–Digit Radix–4 Recoding.

Two SD radix–4 digits \( Y_i^U \in \{0, 1, 2\} \) (upper), \( Y_i^L \in \{-2, -1, 0, 1, 2\} \) (lower) are generated per each BCD–8421 digit \( Y_i = Y_i^U \cdot 4 + Y_i^L \). We obtain the SD radix–4 selection signals directly from the BCD–8421 digits as
\[
\begin{align*}
(Y_i^U) &= \begin{cases} 
ys_i^U = y_{i,3} \\
y2_i^U = y_{i,3} \cdot y_{i,2} \cdot y_{i,1} \\
y1_i^U = y_{i,3} \cdot y_{i,2} \oplus y_{i,1}
\end{cases} \\
(Y_i^L) &= \begin{cases} 
ys_i^L = y_{i,3} \lor y_{i,1} \\
y2_i^L = y_{i,3} \cdot y_{i,0} \cdot y_{i-1,3} \lor y_{i,0} \cdot y_{i-1,3} \\
y1_i^L = y_{i,0} \oplus y_{i-1,3}
\end{cases}
\end{align*}
\]

The block diagram of a 4–bit combined binary/decimal recoder and the corresponding multiplicant multiple selector are shown in Fig. 2 where control signal \( d_M \) is true for decimal multiplication. The combined SD radix–4 recoder implements the decimal selection signals and the conventional Booth radix–4 selection signals. Upper signals select multiples ±8X and ±4X while lower signals select multiples \{-2X, -X, X, 2X\}. Although the resulting combined SD radix–4 recoders and multiplicant multiple selectors are simple, obtaining decimal multiples 4X and 8X requires double and triple latency with respect to obtaining the decimal 2X multiple.


This recoding uses a different set of multiplicant multiples (5X,10X instead of 4X,8X) for decimal partial product generation that have a similar latency to 2X and X. Each BCD–8421 digit of the multiplier is encoded into two radix–5 digits \( Y_i = Y_i^U \cdot 5 + Y_i^L \) with \( Y_i^U \in \{0, 1\} \) and \( Y_i^L \in \{-2, -1, 0, 1, 2\} \).

SD radix–5 selection signals are obtained from the BCD–8421 input digits using:
\[
\begin{align*}
(Y_i^U) &= \begin{cases} 
ys_i^U = 0 \\
y2_i^U = y_{i,3} \\
y1_i^U = y_{i,2} \lor y_{i,1} \cdot y_{i,0}
\end{cases} \\
(Y_i^L) &= \begin{cases} 
ys_i^L = y_{i,3} \lor y_{i,2} \cdot y_{i,1} \lor y_{i,2} \cdot y_{i,1} \cdot y_{i,0} \\
y2_i^L = y_{i,0} \cdot (y_{i,3} \lor y_{i,1}) \lor y_{i,2} \cdot y_{i,1} \\
y1_i^L = y_{i,2} \cdot y_{i,0} \lor y_{i,2} \cdot y_{i,1} \cdot y_{i,0}
\end{cases}
\end{align*}
\]

The block diagram of the digit recoder and multiplicant selector is shown in Fig. 3(a). A combined binary radix–4/decimal radix–5 block diagram for the partial product generation is proposed in Fig. 3(b). Multiplexers controlled by \( d_M \) select the operands required by binary or decimal multiplications. Although BCD to SD radix–4 encoding is slightly simpler than radix–5, partial product generation for decimal SD radix–5 is faster and comparable in latency with binary SD radix–4, due to a faster generation of multiplicant multiples as we show in the following subsection.

4.2. Generation of multiplicant multiples

Decimal multiplicant multiples 2X and 5X are obtained in a few levels of logic using recoding and wired left shifts. Any other multiple is generated using these multiples or from multiplicant X. The generation sequence of 2X is as follows. Each BCD–8421 digit is first recoded to BCD–5211 using
\[
w_{i,3} = h_{i,3} \lor h_{i,2} \cdot (h_{i,1} \lor h_{i,0})
\]
5. Reduction of partial products

To implement the algorithm for carry–save addition formulated in Section 3 we propose a decimal 3:2 CSA that reduces 3 BCD–4221 digits to a carry and a sum BCD–4221 digits. This module consists of a 4–bit binary 3:2 CSA plus a BCD–4221 to BCD–5211 digit recoder. From this module we construct \( p:2 \) \((p \geq 3)\) decimal CSAs, optimizing the critical path delay using fast inputs and outputs.

5.1. Decimal 3:2 carry–save adder

The block diagram of the proposed 4–bit 3:2 CSA is shown in Fig. 5(a). The block labeled \( \times 2 \) performs the multiplication of the carry digit by 2. For decimal multiplication the \( \times 2 \) module is detailed in Fig. 5(b). It consists of a BCD–4221 to BCD–5211 digit recoder and a 1–bit wired left shift. A combined binary/decimal 3:2 CSA is shown in Fig. 5(c). A 4–bit 2:1 multiplexer controlled by \( d_M \) selects

\[
\begin{align*}
w_{i,2} &= h_{i,3} \lor (h_{i,1} \lor (h_{i,2} \lor h_{i,0})) \\
w_{i,1} &= h_{i,3} \cdot h_{i,0} \lor h_{i,2} \lor h_{i,1} \lor h_{i,0} \\
w_{i,0} &= h_{i,3} \lor (h_{i,2} \lor h_{i,0}) \\
\end{align*}
\]

Then a wired 1–bit left shift is performed over the recoded multiplicand, obtaining the 2X multiple in BCD–4221.

The 5X multiple is obtained by a simple 3–bit left shift of the multiplicand, but with resultant digits coded in BCD–5421. Thus a digit recoding from BCD–5421 to BCD–4221 is performed using expressions

\[
\begin{align*}
w_{i,3} &= h_{i,3} \lor h_{i,2} \\
w_{i,2} &= h_{i,3} \cdot (h_{i,2} \lor (h_{i,1} \lor h_{i,0})) \\
w_{i,1} &= h_{i,1} \cdot h_{i,3} \lor (h_{i,2} \lor h_{i,0}) \\
w_{i,0} &= h_{i,3} \lor h_{i,0} \\
\end{align*}
\]

The generation of negative multiples is performed by evaluating the 10’s complement of positive multiples as

\[
-X = \sum_{i=0}^{d-1} (9 - X_i) \cdot 10^i + 1
\]

For BCD–8421 this is performed by a digit addition of +6 followed by a bit–complement operation since \( 9 - X_i = \overline{X_i} + 6 \). For BCD–4221, a 10’s complement is performed simply by bit–complementing the positive multiple, since \( 9 - X_i = \overline{X_i} \). Addition of the 10’s complement +1 is performed in the partial product reduction tree by a tail encoding bit, since each partial product is 4–bit (or at least 1–bit) left shifted from the previous one. To avoid sign extension and thus to reduce the complexity, the partial product signs \( sg \) are encoded in each leading digit position as

\[
\begin{align*}
- \sum_{i=0}^{d-1} sg_i 10^{d+i} &= -10^{2d} + \sum_{i=0}^{d-1} (9 - sg_i) 10^{i+d} + 1 = \\
&= -10^{2d} + \sum_{i=1}^{d-1} (8 + sg_i) 10^{i+d} + (sg_0 10 + sg_0 9) 10^d
\end{align*}
\]

Each partial product is at most of \( d + 3 \)–digit length, due to the three extra digit positions required for the encoded sign, the tail encoding bit and the left shifting.

Fig. 4(a) shows the block diagram for the generation of multiplicand multiples for SD radix–10 encoding. Multiple \( 4X \) is obtained as \( 2 \times 2X \). Multiple \( 3X \) is evaluated by a carry propagate addition of multiples \( X \) and \( 2X \) in a decimal quaternary tree [17]. The latency of the partial product generation is constrained by the generation of \( 3X \). The SD radix–10 multiple selector of Fig. 1 uses the xor operation to select positive or negative multiples as a function of the SD radix–10 control signal \( y_s \).

Fig. 4(b) shows the generation of multiples for the case of decimal SD radix–4 encoding. Multiple \( 8X \) is obtained as \( 2 \times 2 \times 2X \), so the latency of multiplicand multiples generation is about three times the latency of \( 2X \) operation. On the other hand, generation of radix–5 multiples is faster (approx. the latency of \( 2X \)) as it is shown in Fig. 4(c).
the appropriate output. Different implementations for the binary 3–2 CSA have been proposed. We consider the two alternatives shown in Fig. 5(a). Since their inputs present different delays we use the most suitable in every particular case to minimize the final path delay of the CSA tree.

5.2. Decimal p:2 CSA trees

To reduce the partial products generated by the SD radix–10 encoder we require a (d+1):2 decimal CSA while, for the other two SD recodings, the reduction is accomplished by a 2d:2 decimal CSA. Fig. 6 shows two examples of a 16:2 decimal CSA trees that reduce 16 rows of decimal digits to 2. The blocks labeled as 3:2 represent a 4–bit binary 3:2 CSA. The modules labeled as ×2 can be either the decimal module of Fig. 5(b) or the combined binary/decimal module of Fig. 5(c). Thus these CSA trees can perform both binary and decimal additions. In the first implementation (Fig. 6(a)), every carry output is multiplied by 2 before connecting to any other input. Since the carry path is slightly more complex than the sum path, outputs of block ×2 are connected to fast inputs of the 3:2 CSA. The second implementation (Fig. 6(b)) reduces the hardware complexity by adding the carry outputs of the previous tree level before being multiplied by 2. Therefore it is necessary to perform several ×2 operations in a row for some paths. Both implementations present similar critical path delays so, aside from wiring issues, the second implementation (Fig. 6(b)) is preferable, because of reduced hardware complexity. A 32:2 decimal CSA tree, shown in Fig. 7(a), uses the 16:2 CSA of Fig. 6(b) and a first level of decimal 4:2 CSAs shown in Fig. 7(b). This decimal 4:2 CSA was designed for optimal carry and sum path delays, assuming similar input delays. The ×2 block was described in Fig. 5.

6. Proposed Architectures

Based on the techniques described in the previous Sections we have designed a decimal radix–10 parallel multiplier and combined binary/decimal parallel multipliers for both SD radix–4 and radix–5 recodings. We assume 16 decimal digit (64–bit) input operands coded in BCD–8421.
6.1. SD radix–10 architecture

The dataflow of the proposed SD radix–10 architecture is shown in Fig. 8(a). The generation of the 17 partial products is performed by an encoding of the multiplier into 16 SD radix–10 digits and an additional leading bit as described in Section 4. Each SD radix–10 digit controls a level of 64–bit 5:1 mux and 64 xor gates that select the corresponding multiple of the multiplicand. The block for the generation of multiples was described in Fig. 4(a). The alignment of partial products at the different decimal positions is performed by 4–bit wired left shifts. The array of 17 partial products is then reduced using the decimal 16:2 CSA of Fig. 6(b) and an additional decimal 3:2 CSA level for the highest columns or simpler CSAs trees for lower columns.

Before using a 128–bit decimal quaternary–tree (Q–T) adder to obtain the final products, a +6 digit operation is required to produce the correct decimal digits for conditional speculative decimal addition [17]. Sum operand digits are first recoded from BCD–4221 to BCD–8421 before adding +6. Combined recoding and digit addition of +6 has practically the same logical complexity than a single recoding. The \( \times 2 \) multiplication for the final decimal carry operand is performed in parallel with the first stage of the decimal carry–propagate adder (+6 digit addition). This \( \times 2 \) multiplication uses a BCD–4221 to BCD–5421 recoder \(^3\) to obtain the operand expressed in BCD–8421. Furthermore, the latency of the 128–bit Q–T decimal adder block shown in Fig. 8 is similar to the equivalent 128–bit Q–T binary adder.

6.2. SD radix–4 and radix–5 architectures

The dataflow of the proposed combined binary SD radix–4/decimal SD radix–4 (or radix–5) architecture is shown in Fig. 8(b). We have different architectures depending on the scheme used to generate the partial products. A decimal radix–4 or a combined binary/decimal SD radix–4 multiplier can be implemented using the recoder of Fig. 2 and the multiplicand multiple generator of Fig. 4(b). A decimal radix–5 multiplier is implemented using the recoder of Fig. 3(a) and the multiples generator of Fig. 4(c), while the combined binary radix–4/decimal radix–5 architecture is implemented using modules of Fig. 3(b) and Fig. 4(c).

In all cases, 32 partial products are generated. The array of 32 partial products is reduced using the proposed 32:2 CSA tree of Fig. 7(a) for the highest columns or simpler CSAs for the other columns. The final carry–propagate addition is performed with a 128–bit combined binary/decimal Q–T adder [17].

---

\(^3\)This recoder presents a similar latency and hardware complexity as the BCD–4221 to BCD–5221 recoder.
7. Evaluation and Comparison

We have used an area–delay model for static CMOS gates based on logical effort to evaluate the area–delay figures of the proposed architectures and two representative binary parallel multipliers [10, 13]. We also use this model to compare our architectures with other proposals for decimal multiplication. It considers input and output loads, but neither interconnections nor gate sizing optimizations. Instead, we assume gates with the drive strength of the minimum sized inverter using buffers for high loads. The delay is given in FO4 units (delay of a 1x inverter with a fan–out of four 1x inverters) and area values in minimum size NAND2 gates units. We do not expect this model to give accurate area–delay figures, due to the high wiring complexity of parallel multipliers, however we consider that this model provide rough area/delay ratios good enough to compare different designs.

7.1. Evaluation of proposed multipliers

Evaluation results for partial product generation (16 digits) are shown in Table 2. Area–delay figures for the proposed SD radix–4 (radix–5) partial product generators are comparable to the Booth radix–4 binary scheme. On the other hand, the radix–10 implementation presents area–delay figures similar to the binary Booth radix–8 partial product generator. For decimal multiplication, SD radix–5 based implementations are preferable to SD radix–4 implementations, while for combined implementations SD radix–4 is the choice when a fast binary operation is required. Table 3 shows the evaluation results for different binary and decimal 16:2 and 32:2 CSA trees. We also provide results for the binary 22:2 CSA implemented in the radix–8 multiplier using 3 levels of binary 4:2 CSAs and a binary 3:2 CSA level. Area and delay ratios for proposed p:2 CSA trees are given with respect to the equivalent p:2 binary CSA tree. Delay ratios are close to 1.4 (40% more latency) in the case of decimal CSAs and 1.3/1.5 for combined binary/decimal CSAs. For area ratios, figures are close to 1.2 (20% more area) in the case of decimal implementations and around 1.4 for combined implementations. Evaluation results for parallel multipliers are shown in Table 4. From
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(a) Decimal radix-10 parallel multiplier.

(b) Combined binary/decimal radix–4 (radix–5) multiplier.

Figure 8. Dataflow of the proposed decimal parallel multipliers.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Delay (t_{FO4})</th>
<th>Area (NAND2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin. radix–4</td>
<td>9</td>
<td>15000</td>
</tr>
<tr>
<td>Bin. radix–8</td>
<td>19</td>
<td>18000</td>
</tr>
<tr>
<td>Dec. radix–4</td>
<td>14</td>
<td>16000</td>
</tr>
<tr>
<td>Dec. radix–5</td>
<td>9.5</td>
<td>15000</td>
</tr>
<tr>
<td>Bin/Dec. radix–4</td>
<td>9/15.5</td>
<td>16500</td>
</tr>
<tr>
<td>Bin/Dec. radix–5</td>
<td>10.5/11</td>
<td>16000</td>
</tr>
<tr>
<td>Dec. radix–10</td>
<td>21</td>
<td>18000</td>
</tr>
</tbody>
</table>

Table 2. Area–delay for partial product generation.
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these results we conclude that the decimal radix–10 architecture is the appropriate option for high performance decimal multiplications, since it shows a moderate area rather attractive for a feasible commercial implementation. For higher performance the decimal radix–5 multiplier is our choice, but at the expense of 30% of delay overhead with respect to a radix–4 binary implementation. When a combined binary/decimal implementation is required, the preferred option is the radix–5 architecture for low latency decimal multiplication and the radix–4 architecture for low latency binary multiplication.

7.2. Comparison with previous proposals

So far, the only known fully parallel implementation of a decimal multiplier is [8]. The recoding and the generation of partial products is practically similar to our SD radix–5 recoding scheme except that [8] requires a 9’s complement operation to obtain negative multiples –2X and –X. For 16 decimal digits, 32 partial products are generated. The partial product reduction tree uses seven levels of decimal CSAs (implemented by arrays of 4–bit decimal CLAs) in parallel with two levels of decimal digit counters. The final assimilation consists in a simplified direct decimal carry–propagate addition. Synthesis results given in [8] show a critical path delay of 2.65ns and an equivalent area of 68,000 NAND2 gates, while ratios are 1.90 for delay and 1.50 for area respect to a radix–4 binary multiplier. The last row of Table 4 shows the evaluation results using our model and the comparison ratios with the binary radix–4 multiplier. We observe that our decimal multipliers have a speed–up between 1.30 and 1.40 respect to [8] using at most 0.70 times its area.

To provide fair comparative results for sequential proposals we have had to compare with techniques that can be directly applied to decimal parallel multiplication. Representative techniques are grouped in those proposed for partial product generation and those proposed for partial product reduction.

A. Partial product generation. Proposed methods based on the generation of all the multiples of the multiplicand [2, 4] use directly the BCD–8421 multiplier digits (\{0, 9\}) to select the corresponding multiplicand multiple (\{0X, X, ..., 9X\}). The parallel generation of complex multiples (\{3X, 6X, 7X, 9X\}) requires 4 carry–propagate adders, while the selection of multiples uses more wiring and circuitry than the proposed partial product generation. Therefore, our proposed SD recodings of the multiplier simplify the partial product generation by reducing the hardware complexity of multiplicant multiples generation. On the other hand, the high hardware requirements of the proposals based on generation of partial products on demand [9, 16], make them impractical for parallel partial product generation. The signed–digit (SD) recoding of input operands proposed in [5] reduces these high demands. The partial product generation for 64–bit operands includes two 16–digit radix–10 SD recoders, 16 × 16 blocks for the generation of overlapped partial product digits and 16 × 16 recoders to transform these overlapped digits into signed digits. The estimated hardware complexity is of more than 40,000 NAND2 gates and the estimated delay is 16 FO4. Therefore, our proposed SD radix–10 and SD radix–5 partial product generators require 2.5 times less hardware than [5]. The proposed SD radix–5 is 1.7 times faster than [5] but generates 32 partial products while the proposed radix–10 scheme is 1.3 times slower than [5]. However, the partial product reduction using our proposed decimal CSA tree presents better figures than an equivalent SD tree adder in terms of both area and delay as we show below. Instead of a SD tree adder, a decimal CSA can be used for overlapped partial product reduction, but additional hardware complexity is required to manage signs for each digit position.

B. Partial product reduction. For partial product reduction, we have analyzed the methods described in Section 2 that allow a carry free decimal tree implementation. Proposed methods can be grouped in decimal signed–digit (SD) trees [5, 14], decimal 4–bit CLA trees [4, 7] and decimal CSA trees [6, 11]. Table 5 shows the area/delay estimations for these different decimal tree adders and sixteen 64–bit operands. The complexity of the signed–digit decimal

<table>
<thead>
<tr>
<th>CSA</th>
<th>Delay (t_{FO4})</th>
<th>Area (NAND2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin. 16:2</td>
<td>20 1.0</td>
<td>13000 1.0</td>
</tr>
<tr>
<td>Dec. 16:2</td>
<td>29 1.4</td>
<td>15000 1.2</td>
</tr>
<tr>
<td>Bin./Dec. 16:2</td>
<td>27/31 1.3/1.5</td>
<td>17500 1.4</td>
</tr>
<tr>
<td>Bin. 22:2</td>
<td>25 –</td>
<td>18500 –</td>
</tr>
<tr>
<td>Bin. 32:2</td>
<td>27 1.0</td>
<td>25500 1.0</td>
</tr>
<tr>
<td>Dec. 32:2</td>
<td>38 1.4</td>
<td>30000 1.2</td>
</tr>
<tr>
<td>Bin./Dec. 32:2</td>
<td>35/41 1.3/1.5</td>
<td>33500 1.3</td>
</tr>
</tbody>
</table>

Table 3. Area–delay figures for partial product reduction.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Delay (t_{FO4})</th>
<th>Area (NAND2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin. radix–4</td>
<td>50 1.0</td>
<td>43000 1.0</td>
</tr>
<tr>
<td>Bin. radix–8</td>
<td>57 1.15</td>
<td>39500 0.90</td>
</tr>
<tr>
<td>Dec. radix–4</td>
<td>70 1.4</td>
<td>49500 1.15</td>
</tr>
<tr>
<td>Dec. radix–5</td>
<td>65 1.3</td>
<td>49000 1.10</td>
</tr>
<tr>
<td>Bin/Dcc. radix–4</td>
<td>59/75 1.2/1.5</td>
<td>54000 1.25</td>
</tr>
<tr>
<td>Bin/Dcc. radix–4/5</td>
<td>61/71 1.2/1.4</td>
<td>53500 1.25</td>
</tr>
<tr>
<td>Dec. radix–10</td>
<td>72 1.45</td>
<td>40000 0.90</td>
</tr>
<tr>
<td>Proposed in [8]</td>
<td>92 1.85</td>
<td>69000 1.60</td>
</tr>
</tbody>
</table>

Table 4. Area–delay fig. for 16–BCD digit multipliers.
The CSA tree (16 operands) Delay Ratio Area Ratio

| Binary 16:2 | 1 | 1 |
| SD tree† [5, 14] | 2.85 | 3.50 |
| CLA tree† [4, 7] | 2.10 | 1.65 |
| BCD–8421† [11] | 2.20 | 3.10 |
| Non Spec. ‡ [6] | 1.85 | 1.75 |
| Proposed 16:2 (Fig. 6(b)) | 1.45 | 1.20 |

† Obtained from area/delay estimations of fast implementations of a SD adder (one digit) [15], a 4-bit decimal CLA [12] and one digit BCD–8421 3:2 CSA [11]. Ratios given respect area–delay figures of a 4-bit binary 3:2 CSA. ‡ Obtained from synthesis evaluation results provided in [6].

Table 5. Area–delay figures for 64–bit CSA trees.

...adders leads to decimal signed—digit tree adders [5, 14] with high area and delay figures, inappropriate for high speed multioperand addition. The decimal CSA tree proposed in [11] also presents high area and delay figures, due to the multiple and complex corrections and digit additions performed in the critical path. Decimal CLA trees [4, 7] present good area/delay trade-offs, but for high speed multioperand decimal addition the non speculative CSA tree [6] is a better choice. Compared with this implementation our decimal CSA uses 45% less area and is 30% faster and is, therefore, a good choice for high performance multioperand addition with moderate area. Moreover, area and delay ratios for the non speculative CSAs provided in [6] increase with the number of input operands, while for our decimal CSAs these ratios are roughly constant.

8. Conclusions

In this paper we have presented several techniques to implement decimal parallel multiplication in hardware. We propose three different SD encodings for the multiplier that lead to fast parallel and simple generation of partial products. For partial product reduction we have developed a decimal carry–save algorithm based on a BCD–4221 representation of decimal digit operands. It makes possible the construction of p:2 decimal CSA trees that outperform the area–delay figures of existing proposals. Moreover, proposed techniques also allow the computation of combined binary/decimal multiplications with a moderate overhead. We have proposed an architecture for decimal SD radix–10 parallel multiplication and two combined architectures for binary/decimal SD radix–4 and binary SD radix–4 decimal SD radix–5 multiplication. The area–delay figures from a comparative study including conventional binary parallel multipliers and other representative decimal proposals show that our decimal SD radix–10 multiplier is an interesting option for high performance with moderate area. For higher performance or combined binary/decimal multiplications the choices are the binary/decimal SD radix–4 or radix–5 implementations.
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