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Abstract—We consider the problem of short division — i.e., approximate quotient — of multiple-precision integers. We present ready-to-implement algorithms that yield an approximation of the quotient, with tight and rigorous error bounds. We exhibit speedups of up to 30% with respect to GMP division with remainder, and up to 10% with respect to GMP short division, with room for further improvements. This work enables one to implement fast correctly rounded division routines in multiple-precision software tools.
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I. INTRODUCTION

The motivation for this work is to speed up the division routine in multiple-precision floating-point libraries like GNU MPFR [2], for numbers of say 200 to 20000 decimal digits. Floating-point division might reduce to integer division as follows. Assume for simplicity that one wants to divide a p-bit floating-point number $a$ by another $p$-bit floating-point number $b$, with a result $c$ of $p$ bits. We also assume for simplicity that $a, b > 0$, and that the result $c$ is rounded towards zero. We can write $a = m_a \cdot 2^e_a$ and $b = m_b \cdot 2^e_b$ with $m_a, m_b$ positive integers, $m_a$ having exactly $p$ bits, $e_a, e_b \in \mathbb{Z}$, such that

$$2^{p-1} \leq m_a/m_b < 2^p$$

(1)

(then $m_a$ has $2p$ or $2p-1$ bits). We then call an integer division routine — for example from the GNU MP library [3] — which returns the quotient $q \in \mathbb{N}$ and remainder $r \in \mathbb{N}$ such that $m_a = q m_b + r$, with $0 \leq r < m_b$. It follows from Eq. (1) that $2^{p-1} \leq q < 2^p$, thus $q$ has exactly $p$ bits, and the expected truncated quotient is $c = q \cdot 2^{e_a-e_b}$.

We assume that multiple-precision integers are written in base $\beta$, where $\beta \geq 2$ is an integer; in practice $\beta = 2^{64}$ on contemporary processors. We write such an integer as $a = \sum_{i=0}^{n-1} a_i \beta^i$, with $0 \leq a_i < \beta$. By the quotient of two positive integers $a$ and $b$ we will mean their quotient rounded towards zero, i.e., $q = \lfloor a/b \rfloor$, sometimes denoted $a \text{ div } b$. We denote by $a \text{ mod } b$ the unique integer $r \equiv a \mod b$ such that $-b/2 \leq r < b/2$. We use uppercase letters for integers consisting of several words in base $\beta$, and lower-case letters for individual words (or digits). We assume that we have available routines for the basic operations on multiple-precision integers, namely addition, subtraction, the full product Mul, and the division with remainder DivRem$(W, V)$, which returns $Q$ and $R$ such that $W = QV + R$ with $0 \leq R < V$. We also write Div$(W, V)$ for a routine returning only $Q$. From those basic routines we will design several algorithms returning an approximation to the quotient $Q$. We never assume that the divisor $V$ is invariant, thus we avoid precomputations involving it.

Several techniques are available to compute an approximate quotient. The most straightforward is Mulders’ short division, which is itself based on Mulders’ short product [8]. Mulders only considered the polynomial case; one contribution of this article is a detailed algorithm in the integer case with a tight and rigorous error analysis (§II-B). The other technique is based on Barrett’s division [1], which first computes an approximation of the divisor inverse, and then multiplies it by the dividend. A folding technique enables one to decrease the inversion cost; this method is described in [5] in the context of modular reduction. We give a detailed algorithm using this folding technique, together with a tight and rigorous error analysis (§II-D). Finally we present some experimental results comparing the two approaches, together with plain division (§III).

II. OUR CONTRIBUTION

In this section we describe two algorithms computing an approximate quotient: Algorithm ShortDiv implementing Mulders’ short division (§II-B) and Algorithm FoldDiv implementing Barrett division with the folding technique from [5] (§II-D). Both algorithms use as a subroutine Mulders’ short product, which we describe in detail and analyze first (§II-A).

A. Mulders’ Short Product

We describe here our implementation of an integer version of Mulders’ short product [8], and analyze precisely its error. We give two variants: ShortMulNaive is a quadratic-time algorithm, and ShortMul is a subquadratic algorithm, assuming that the full product routine Mul implements subquadratic algorithms (such as Karatsuba, Toom-Cook, FFT).
Algorithm II.1 ShortMulNaive

Input: \( U = \sum_{i=0}^{n-1} u_i \beta^i, V = \sum_{i=0}^{n-1} v_i \beta^i \), integer \( n \geq 1 \)
Output: an integer \( W \) with \( UV \beta^{-n} - n < W \leq UV \beta^{-n} 
1: W \leftarrow u_{n-1} \cdot v_0 
2: \text{for } i \text{ from } 1 \text{ to } n-1 \text{ do} 
3: \quad W \leftarrow W + (u_{n-1-i} \beta^i + \cdots + u_{n-1} \cdot v_i) \cdot \beta^{-i} 
4: \quad W \leftarrow \lfloor W \beta^{-1} \rfloor

The error analysis of Algorithm ShortMulNaive is as follows. For each \( 0 \leq i < n-1 \) we neglect the products \( u_j \beta^j v_i \beta^i \) for \( i+j < n-1 \), whose total contribution is less than \( \beta^n \) for each \( i \). Thus the total error for all \( i \) is less than \( (n-1)\beta^n \) with respect to the full product \( UV \), and \( n \) with respect to \( UV \beta^{-n} \), taking into account the truncation of step 4. In addition, all the neglected terms are nonnegative, which proves \( W \leq UV \beta^{-n} \).

Note that the lower bound \( UV \beta^{-n} - n \) is essentially optimal, as shown by the following example for \( \beta = 1000 \) and \( n = 2 \): take \( U = 780996 \), \( V = 308999 \), we get \( W = 241325 \), while \( UV \beta^{-n} \approx 241326.983 \).

Algorithm II.2 ShortMul (Mulders)

Input: \( U = \sum_{i=0}^{n-1} u_i \beta^i, V = \sum_{i=0}^{n-1} v_i \beta^i \), integer \( n \geq 1 \)
Output: an integer \( W \) with \( UV \beta^{-n} - n < W \leq UV \beta^{-n} 
1: \text{if } n < n_0 \text{ then } \quad \text{We assume } n_0 \geq 5 
2: \quad W \leftarrow \text{ShortMulNaive}(U, V, n) 
3: \text{else} 
4: \quad \text{choose an integer } k, (n + 3)/2 \leq k < n, \ell \leftarrow n - k 
5: \quad \text{write } U = U_1 \beta^k + U_0, \quad V = V_1 \beta^k + V_0 
6: \quad \text{write } W = W_1 \beta^k \beta^\ell + W_0, \quad V = V_1 \beta^k + V_0 
7: \quad W_1 \leftarrow \text{Mul}(U_1, V_1, k, \ell) \quad \triangleright 2k \text{ words} 
8: \quad W_0 \leftarrow \text{ShortMul}(U_1, V_0, k, \ell) \quad \triangleright k \text{ upper words} 
9: \quad W_0 \leftarrow \text{ShortMul}(U_0, V_1, k, \ell) \quad \triangleright k \text{ upper words} 
10: \quad W \leftarrow [W_1 \beta^\ell] + W_0 + W_0 

For large \( n \), Algorithm ShortMul is faster than the ShortMulNaive because ShortMulNaive always performs about \( n^2/2 \) word products, whereas ShortMul benefits in step 7 from a subquadratic implementation of the full product \( U_1 V_1 \), as provided for example by the GNU MP library.

Lemma 1: The output of Algorithm ShortMul satisfies \( UV \beta^{-n} - n < W \leq UV \beta^{-n} \).

Proof: For \( n < n_0 \), the error analysis is the same as that of Algorithm ShortMulNaive. Assume \( n \geq n_0 \). The parts neglected in the full product \( UV \) are the products \( U_0 V_0 \) and \( U_0 V_0' \) (which overlap on \( U_0 V_0 \)) and the neglected parts from the two recursive calls to ShortMul, which return approximations of \( U_1 V_0 \beta^{-\ell} \) and \( U_0 V_1' \beta^{-\ell} \) respectively. Since \( U_0 V_0 < \beta^k \beta^\ell = \beta^n \) and similarly \( U_0 V_0' < \beta^n \), and since by induction each recursive call yields an error of at most \( \ell \) units in last place, the total error is less than \( 2\ell + 2 + 1 \), where the term 2 stands for the neglected terms \( U_0 V_0 \) and \( U_0 V_0' \), and the term 1 stands for the truncation error in \( [W_1 \beta^{2\ell-n}] \). This is bounded by \( 2\ell + 3 \leq n \), since \( \ell = n-k \leq (n-3)/2 \). A "graphical" proof is as follows: we see on Fig. 1 that the neglected products \( u_i v_j \) are above the diagonal, thus correspond to \( i+j < n-1 \); as a consequence, the value computed by ShortMul is greater or equal to that computed by ShortMulNaive.

Note: Algorithm ShortMul takes two inputs less than \( \beta^n \). We will use it in some cases with \( \beta^n < U < 2\beta^n \), with the convention that

\[
\text{ShortMul}(U, V, n) := V + \text{ShortMul}(U - \beta^n, V, n).
\]

Lemma 1 still applies since the \( V \) term is computed exactly.

B. Mulders’ Short Division

The following lemma gives a bound on the difference between the true quotient \( Q = [W/V] \) and the approximate quotient obtained by discarding the lower order words of \( W \) and \( V \). It is a generalization of a classical result, see for example [7, Theorem 4.3.1.B].

Lemma 2: Let \( W, V \) be two positive integers, and \( Q = [W/V] \) their quotient. Consider an integer \( B, 0 < B \leq V \), and define \( Q_1 = ([W \text{ div } B]/[V \text{ div } B]) \). Then

\[
Q \leq Q_1.
\]

If in addition \( Q < \lambda(V \text{ div } B) \), with \( \lambda \) a positive integer, then

\[
Q_1 \leq Q + \lambda.
\]

Proof: Let \( W = W_1 B + W_0 \) and \( V = V_1 B + V_0 \) with \( 0 \leq W_0, V_0 < B \). We have

\[
Q \leq \frac{W}{V} < Q + 1
\]

and

\[
Q_1 \leq \frac{W_1}{V_1} < Q_1 + 1.
\]
Expanding the left inequality of (2) leads to $(W_1 - QV_1)B \geq QV_0 - W_0 \geq -W_0$. Since the left hand side is a multiple of $B$ and $-W_0 > -B$, we conclude $W_1 - QV_1 \geq 0$, thus $W_1/V_1 \geq Q$ and $Q_1 \geq Q$.

Expanding the right inequality of (2) leads to $W_1B \leq W_1B + W_0 < (Q+1)(V_1B + V_0) < (Q+1)V_1B + (Q+1)B$. Dividing by $B$ leads to $W_1 < (Q+1)V_1 + Q + 1$, thus $W_1 \leq (Q+1)V_1 + Q < (Q+1)V_1 + V_1$, and $W_1/V_1 < Q + \lambda + 1$. By taking the floor on both sides, it follows $Q_1 = \lfloor W_1/V_1 \rfloor \leq Q + \lambda$ since $\lambda$ is an integer.

In [7] this lemma is used with $W$ a number consisting of $n \mathcal{+} 1$ words in base $\beta$, $V$ consisting of $n$ words with its most significant word larger than $\beta/2$, and $B = \beta^{n-1}$, thus $Q_1$ is the result of dividing the two most significant words of $W$ by the most significant word of $V$; in that case, if we know in advance that the quotient $Q$ is less than $\beta$ — for example within a multiple-precision division — then $\lambda = 2$ applies, and the lemma yields $Q \leq Q_1 \leq Q + 2$.

To describe short division algorithms, we consider a division of $2n$ words by $n$ words. In the application to floating-point arithmetic, we are mainly interested in division of $n$ words by $n$ words. However, retaining a dividend of $2n$ words has several advantages:

- It makes it easier to call division with remainder in the recursive calls (if any);
- It is interesting to have one more significant word of the dividend, to get more accurate partial quotients.
- We use this especially in Algorithm FoldDiv (§II-D);
- For floating-point arithmetic, to get correct rounding, in some rare cases one needs to consider the remainder, i.e., the low limbs of the initial dividend.

Algorithm II.3 ShortDiv (Muldics)

Input: $W = \sum_{i=0}^{2n-1} w_i \beta^i$, $V = \sum_{i=0}^{n-1} v_i \beta^i$  
Require: $v_{n-1} \geq \beta/2$, $n \geq 1$  
Output: an integer approximation $U$ of $Q = [W/V]$
1: if $n < n_1$ then  
2: \( U \leftarrow \text{Div}(W, V) \)  
3: \( U \leftarrow \text{Div}(W, V) \)  
4: choose an integer $k$, $(n+3)/2 \leq k < n$, $\ell \leftarrow n - k$  
5: write $W = W_1 \beta^{2\ell} + W_0$, $V = V_1 \beta^\ell + V_0$  
6: write $V = V_1^\ell \beta^\ell + V_0^\ell$  
7: $(U_1, R_1) \leftarrow \text{DivRem}(W_1, V_1)$  
8: write $U_1 = U_1^\ell \beta^{k-\ell} + S$ with $0 \leq S < \beta^{k-\ell}$  
9: $T \leftarrow \text{ShortMul}(U_1^\ell, V_0, \ell)$  
10: $W_0 \leftarrow R_1 \beta^\ell + (W_0 \div \beta^\ell) - T \beta^k$  
11: while $W_0 < 0$ do  
12: $(U_1, W_0) \leftarrow (U_1 - 1, W_0 + V)$  
13: $U_0 \leftarrow \text{ShortDiv}(W_0 \div \beta^{k-\ell}, V_1^\ell, \ell)$  
14: return $U_1 \beta^\ell + U_0$

Theorem 1: Algorithm ShortDiv returns an approximation $U$ of $Q = [W/V]$, with $Q \leq U \leq Q + 2$.

Proof: After step 7, we have $W = (U_1 V_1 + R_1) \beta^{2\ell} + W_0$, where $U_1 < 2 \beta^k$, $0 \leq R_1 < V_1 < \beta^k$, and $0 \leq W_0 < \beta^2$. Thus $W = U_1 V_1 \beta^\ell + R_1 \beta^\ell - U_1 V_0 \beta^\ell + W_0$. After step 8, we have $W = U_1 V_1 \beta^\ell + R_1 \beta^\ell - U_1 V_0 \beta^\ell - SV_0 \beta^\ell + W_0$, where $U_1' < 2 \beta^\ell$. After step 9, we have $U_1' V_0 = T \beta^\ell + T_0$, where $0 \leq T_0 < \ell \beta^\ell \leq (n-3)/2$; $\beta^\ell$ by Lemma 1 and $T < 2 \beta^\ell$, thus $W = U_1 V_1 \beta^\ell + R_1 \beta^\ell - T_0 \beta^\ell - SV_0 \beta^\ell + W_0$. After step 10, we have

$$W = U_1 V_1 \beta^\ell + W_0 \beta^\ell + W_0$$

where $W_0 = -T_0 \beta^\ell - SV_0 \beta^\ell + (W_0 \div \beta^\ell)$. Thus

$$-\frac{n-3}{2} \beta^\ell - (\beta^{k-\ell} - 1) (\beta^\ell - 1) \beta^\ell < W_0 < \beta^\ell,$$

and so $-\frac{n-1}{2} \beta^\ell < W_0 < \beta^\ell$.

We have $W_0 \geq -T_0 \beta^\ell - SV_0 \beta^\ell + (W_0 \div \beta^\ell)$. Applying Lemma 2 on $W := W_0' \div \beta^\ell$, $V := V$ and $B := \beta^\ell$ yields:

$$\left[ \frac{W}{V} \right] \leq U_1 \beta^\ell + \left[ \frac{W_0' \div \beta^\ell}{V} \right].$$

Since $W_0' \div \beta^\ell = W_0 \div \beta^\ell$ and $V \div \beta^\ell = V$, this proves by induction that the quotient returned by Algorithm ShortDiv is always larger or equal to the true quotient $Q$.

For the lower bound we have still from Eq. (3):

$$\frac{W}{V} \geq U_1 \beta^\ell + \left[ \frac{W_0 \div \beta^\ell}{V} \right],$$

using again Lemma 2 and $W_0 > -\frac{n-1}{2} \beta^\ell$. Thus $Q = \left[ \frac{W}{V} \right] \geq U_1 \beta^\ell + \left[ \left( W_0 \div \beta^\ell \right) / V_1' \right] - (n-1)$. Let $\epsilon(n)$ be the maximal over-estimation of the quotient in Algorithm ShortDiv, i.e., $Q \leq U \leq Q + \epsilon(n)$, then we have $\epsilon(n) \leq \epsilon(\ell) + n + 1$, thus since $\ell \leq (n-3)/2$, $\epsilon(n) \leq 2n$.

Remark: If $\beta$ is even, the normalization condition $v_{n-1} \geq \beta/2$ is equivalent to $V \geq \beta^n/2$. In general the former applies.

1We use here Lemma 2 with $W := W_0 \beta^\ell$, $V := V$ and $B := \beta^\ell$. We have shown that $W_0 < V$, thus with the notations of Lemma 2: $Q = \lfloor W_0 \beta^\ell / V \rfloor \leq (\lfloor V - 1 \rfloor / \beta^\ell) / (V \div \beta^\ell)$, thus $\lambda = 2$ applies.
condition is stronger; for example if $\beta = 3$, $n = 2$, $V = 5$, then $V \geq \beta^n/2$ but $w_1 = 1 < \beta/2$. The former condition is more natural, since if $V$ is normalized, then any truncation $V \div \beta^k$ is normalized too, which is what we need in our algorithms.

REMARK: The $2n$ error bound in Theorem 1 can be improved slightly by more careful analysis of the recursion for $\varepsilon(n)$, taking into account that $\varepsilon(n) = 0$ for $n < n_1$. On the other hand, experiments suggest that the bound is asymptotically sharp, in the sense that the ratio of the error to $2n$ can be made arbitrarily close to 1 by taking $n$ sufficiently large and by choosing $W$ and $V$ carefully. We have not attempted to prove this, but we give some examples. Let $\beta = 2^8$, $n_1 = 5$. We assume $k = \lceil (n + 3)/2 \rceil$ at each recursion level, and that all ShortMul calls use ShortMulNaive. Then for $n = 61$, if $V$ is given in hexadecimal by

$$807bc6ffe0000007ffffffffffffff0000007ffffffffffffffff$$$$80ffffffff0000007fffffffffffffffffffffffffffffffffff$$

and $W = \beta^{56}W'$ where $W'$ is given by

$$407bc37f0000003fffffffffffffff0000003fffffffffffffff $$

$$ffffffffffffffff084407d3e371e800000400000000$$

$$fe7f0844107d6e371d74d271e035f6bd4,$$

then the error is $93 \approx 1.52n$. We also constructed an example with $n = 1021$ where the error is $1965 \approx 1.92n$. The method of construction is to find values of $U_i'$, $V_0$, $W_01$ (iv) $\beta^{k-i}$ and $V_i'$ that elicit large errors in the recursive ShortMul and ShortDiv calls, and then reverse-engineer inputs that generate these calls at the next recursion level.

The theoretical running time analysis of Algorithm ShortDiv is not easy, since as visible on Fig. 2, the optimal cutoff value $k$ depends heavily on $n$, and there is no simple formula giving $k$ from $n$.

C. The Integer Middle Product

Before describing our algorithm using Barrett division with folding, we recall the definition of the integer middle product from [4]. Given two multiple-precision integers $X = \sum_{i=0}^{m-1} x_i \beta^i$ and $Y = \sum_{j=0}^{n-1} y_j \beta^j$ with $m \geq n$, their middle product is defined to be

$$MP_{m,n}(X,Y) = \sum_{0 \leq i < m, 0 \leq j < n} x_i y_j \beta^{i+j-n+1}. \quad (4)$$

The middle product $MP_{m,n}(X,Y)$ takes into account the $n(m - n + 1)$ word-products $x_i y_j$ from weight $\beta^{n-1}$ to weight $\beta^{n-1}$. In the “balanced” case $m = 2n - 1$, it corresponds to $n^2$ word-products. Assuming $n < \beta$, which holds for any reasonable value of $n$ with $\beta = 2^64$, $MP_{m,n}(X,Y) < \beta^{m-n+3}$ and thus fits into $m-n+3$ words.

We will use the following lemma on the middle product:

Lemma 3: Let $m \geq n$, and suppose that $0 \leq X < \beta^m$ and $0 \leq Y < \beta^n$. Then

$$|(XY - \beta^{n-1}MP_{m,n}(X,Y)) \mod \beta^m| < (n-1)\beta^n.$$

\begin{proof}
From the definition (4) of $MP_{m,n}(X,Y)$, we see that

$$\beta^{n-1}MP_{m,n}(X,Y) = \sum_{0 \leq i < m, 0 \leq j < n} x_i y_j \beta^{i+j},$$

i.e., $\beta^{n-1}MP_{m,n}(X,Y)$ takes into account exactly the word-products of weight $n-1$ to $m-1$ of the full product $XY$. The word-products of weight $m$ or more are zero modulo $\beta^m$, therefore

$$(XY - \beta^{n-1}MP_{m,n}(X,Y)) \mod \beta^m = \sum_{0 \leq i < m, 0 \leq j < n} x_i y_j \beta^{i+j} = \sum_{j=0}^{n-2} \sum_{0 \leq i < m, i+j < n-1} x_i y_j \beta^{i+j}.$$

For each $j$, $0 < j < n-2$, the sum over $i$ is bounded strictly by $\beta^n$, which proves the Lemma.
\end{proof}
D. $\ell$-fold Barrett Division

Barrett division consists in first computing an approximation of $1/V$, then multiplying it by $W$ to obtain an approximation of the quotient $Q$ [1]. However, since computing $n$ words of $1/V$ is expensive, a natural idea is to approximate $n/\ell$ upper words of $1/V$ for an integer $\ell \geq 2$, and to use this high inverse $\ell$ times. This folding technique is described in [5] in the context of modular reduction; for $\ell = 2$, it reduces to Karp-Markstein division [6]. The best known constant for power series division in the FFT domain, due to van der Hoeven [9], depends on the same sort of folding idea, with careful attention paid to FFT reuse. In this section, we give a precise algorithm based on $\ell$-fold Barrett division, and analyze its error. We consider an input-independent algorithm which returns an approximation with error $O(n)$ ulps; a different approach would be to ask for an error of at most one ulp, and increase if necessary the precision inside the algorithm. (Since usually $n < \beta$, using Algorithm FoldDiv with $n + 1$ words, we obtain an error smaller than one ulp, moreover in most cases we can obtain a correct rounding.)

\begin{algorithm}[H]
\caption{FoldDiv($\ell$), $\ell \geq 2$}
\begin{algorithmic}[1]
\INPUT $W = \sum_{i=0}^{2n-1} w_i \beta^i$, $V = \sum_{i=0}^{n-1} v_i \beta^i$
\REQUIRE $v_{n-1} \geq \beta/2$, $W < \beta^n V$
\OUTPUT an integer approximation $U$ of $Q = \lfloor W/V \rfloor$
\STATE $W < \beta^n V$
\IF {$n < n_2$}
\STATE return $U \leftarrow \text{Div}(W, V)$
\ENDIF
\STATE $k \leftarrow \lceil n/\ell \rceil$
\STATE write $V = V_1 \beta^{n-(k+1)} + V_0$ \Comment{$V_1$ has $k + 1$ words}
\STATE $I \leftarrow \lfloor (\beta^{2(k+1)} - 1)/V_1 \rfloor$
\STATE $r \leftarrow n$, $W_r \leftarrow W$, $U_n \leftarrow 0$
\WHILE{$r > k + 1$}
\STATE $Q_r \leftarrow \text{ShortMul}(W_r \div \beta^{n+r-(k+1)}, I, k + 1)$
\STATE $Q_r \leftarrow \min(Q_r, \beta^{k+1} - 1)$
\STATE $T_r \leftarrow MP_{r+1,k+1} V \div \beta^{n-r}, Q_r$)
\STATE $W_{r-k} \leftarrow (W_r - T_r \beta^{n-1}) \mod \beta^{n+r-k}$
\STATE $U_{r-k} \leftarrow U_r + Q_r \beta^{n+r-k}$
\STATE if $W_{r-k} < 0$ then
\STATE $W_{r-k} \leftarrow W_{r-k} + \beta^{n-k} V$
\STATE $U_{r-k} \leftarrow U_{r-k} - \beta^{n-k}$
\STATE $r \leftarrow r - k$
\STATE $Q_r \leftarrow \text{ShortMul}(W_r \div \beta^{n+r-(k+1)}, I, k + 1)$
\STATE $U \leftarrow U_r + \langle Q_r \div \beta^{k+1-r} \rangle$
\ENDIF
\STATE $Q_r \leftarrow \text{ShortMul}(W_r \div \beta^{n+r-(k+1)}, I, k + 1)$
\STATE $U \leftarrow U_r + \langle Q_r \div \beta^{k+1-r} \rangle$
\end{algorithmic}
\end{algorithm}

The idea of Algorithm FoldDiv is the following: at each step we have $W \approx U_r V + W_r$, we guess a partial quotient $Q_r$ of $W_r$ by $V \beta^{r-(k+1)}$, and update $W_{r-k}$ and $U_r$ accordingly. The crucial point is to check that $W_{r-k} \approx W_r - Q_r V \beta^{r-(k+1)}$, up to low order terms. The final steps are special since we don’t have to estimate the new remainder.

\textbf{Theorem 2:} Assuming $n + 9 < \beta/2$ and $\ell \leq \sqrt{n/2}$, Algorithm FoldDiv($\ell$) returns an approximation $U$ of $Q = \lfloor W/V \rfloor$, with error less than $2n$.

\textbf{Proof:} We will first prove that $|I - \beta^{n+k+1}/V| \leq 5$. Let $\varepsilon = \beta^{-(k+1)}$. We have $V_1 = V_1 \beta^{n+(k+1)}(1 - \delta_1)$ with $0 \leq \delta_1 = V_0/V < 2$. Now since $\beta^{2(k+1)} - 1 = IV_1 + R_1$ with $0 \leq R_1 \leq V_1$, this yields $\beta^{2(k+1)} = IV_1 + R_1^*$ with $0 \leq R_1^* \leq V_1$, thus $\beta^{2(k+1)}/V_1 = I + R_1^*/V_1$ with $0 \leq R_1^*/V_1 \leq 1$. Since $V_1 < \beta^{k+1} - 1 \geq \beta^{k+1}$, thus we can write $\beta^{2(k+1)}/V_1 = I(1 + \delta_2)$ with $0 \leq \delta_2 \leq \varepsilon$. We thus have $I = \beta^{2(k+1)}/(V_1(1 + \delta_2)) = \beta^{n+k+1}/(V(1 - \delta_1)(1 + \delta_2))$. Note that the errors due to $\delta_1$ and $\delta_2$ are of opposite signs, thus we can bound by the larger absolute error, which is due to $\delta_1$. It can be shown that $|I - \beta^{n+k+1}/V| \leq 5$ as long as $\beta \geq 4$, which follows from our assumption.

We will prove the following by induction: $0 \leq W_r < \beta^r V$ at line 7, and $|W - (U_r V + W_r)| \leq (k + 1)(n-r)/k \cdot \beta^n$. This holds for $r = n$, since $W_n = W < \beta^n V$ by hypothesis, and $U_n = 0$, thus $|W - (U_n V + W_n)| = 0$.

Now assume the induction hypothesis holds for some $r > k + 1$; we will prove it still holds for $r - k$. We will do this in three steps:

1) we first show that $Q_r$ is close to $W_r \beta^{(k+1)-r}/V$;
2) we deduce that $\hat{W}_{r-k} = W_r - Q_r V \beta^{r-(k+1)}$ is small;
3) finally we show that the value $W_{r-k}$ computed at step 11 is close to $\hat{W}_{r-k}$.

The difference $||W_r \div \beta^{n+r-(k+1)} - W_r \beta^{(k+1)-r}/V||$ is bounded by

$$||(W_r \div \beta^{n+r-(k+1)})I - W_r \beta^{n-r+(k+1)}|| + ||W_r \beta^{n-r+(k+1)}I - W_r \beta^{(k+1)-r}/V|| \leq I + W_r \beta^{n-r+(k+1)}||W_r \beta^{n+k+1}/V|| \leq 2\beta^{k+1} + 5\beta^{k+1} \leq 7\beta^{k+1}.$$

The short product at line 8 induces an error of at most $k + 1$ ulps, thus

$$|Q_r - W_r \beta^{(k+1)-r}/V| \leq k + 8.$$  \hspace{1cm} (5)

This holds for the value of $Q_r$ in line 8, and is still correct after line 9, because if $Q_r \geq \beta^{k+1}$ on line 8, since $W_r < \beta^r V$, we have $W_r \beta^{(k+1)-r}/V < \beta^{k+1}$, and thus the new value $Q_r = \beta^{k+1} - 1$ is closer to $W_r \beta^{(k+1)-r}/V$. It follows:

$$|\hat{W}_{r-k}| \leq (k + 8)\beta^{r-(k+1)} \leq (k + 8)\beta^{n-r+(k+1)}.$$  \hspace{1cm} (6)

Let $V_r = V \div \beta^{n-r}$, considered as having $r + 1$ words (with zero most significant word). At line 10, $T_r$ is an approximation of $Q_r V \beta^{r-n-k}$, thus $T_r \beta^{n-r}$ at step 11 approximates $Q_r V \beta^{r-k}$, with the following possible differences:

- a multiple of $\beta^{n-r-k}$ from the symmetric modulo at step 11;
- the truncation of $V$ in step 10;
• the high-order error on $T_r$ from the middle product at step 10, which is a multiple of $\beta^{r-k+1}$ from Lemma 3, and thus a multiple of $\beta^{n+r-k}$ for $\beta^{n-1}T_r$ at step 11;
• the low-order error from the middle product at step 10.
More precisely:

$$|T_r - Q_r V \beta^{r-n-k}| \mod \beta^{r-k+1} < Q_r \beta^{r-k+k}\beta \leq (k+1)\beta,$$
where $Q_r \beta^{r-k}$ takes into account the truncation of $V$ into $T_r$, and $k\beta$ comes from Lemma 3. Thus $|\beta^{n-1}T_r - Q_r V \beta^{r-(k+1)}| \mod \beta^{n+r-k} < (k+1)\beta^n$. It follows that

$$W_r - k = W_r - k + \alpha \beta^{n+r-k} + \varepsilon,$$
where $|\varepsilon| < (k+1)\beta^n$, and $\alpha$ is an integer. Since we know that $W_r - k$ is small from Eq. (6), it follows: $W_r - k = \alpha \beta^{n+r-k} + \varepsilon'$ where

$$|\varepsilon'| < (k+1)\beta^n + (k+8)\beta^{n+r-(k+1)} - \frac{1}{2}\beta^{n+r-k},$$

since $(k+1)\beta^n \leq (n+1)\beta^{n+r-(k+2)} < (n+9)\beta^{n+r-(k+1)} \leq (n+9)\beta^{n+r-(k+1)} < \frac{1}{2}\beta^{n+r-k}$.

Since the symmetric modulus at step 11 guarantees that $|W_r - k| \leq \frac{1}{2}\beta^{n+r-k}$, necessarily $\alpha = 0$, which proves that before step 13:

$$W_r - k = \tilde{W}_r - k + \varepsilon,$$

with $|\varepsilon| < (k+1)\beta^n$.

We are now ready to prove the induction hypothesis. If $W_r - k \geq 0$ after step 11, then $W_r - k < \frac{1}{2} \beta^{n+r-k} \leq \beta^{-r} V$, which proves the first part of the induction hypothesis. If $W_r - k < 0$ after step 10, then $-\frac{1}{2} \beta^{n+r-k} \leq W_r - k < 0$, and after step 14, $0 \leq W_r - k < \beta^{-r} V$, which also proves the first part of the induction hypothesis.

For the second part, we know by induction that $|W - (U_r V + W_r)| \leq (k+1)(n-r)/k \cdot \beta^n$. For $U_r - k = U_r + Q_r \beta^{r-(k+1)}$, and the new value of $W_r - k$, we have:

$$|W - (U_r V + W_r)| \leq |W - (U_r V + W_r)| + |(U_r V + W_r) - [(U_r + Q_r \beta^{r-(k+1)}) V + W_r]|$$

$$\leq (k+1)(n-r)/k \cdot \beta^n + |W_r - k - W_r|$$

$$\leq (k+1)(n-r)/k \cdot \beta^n + (k+1)\beta^n$$

$$\leq (k+1)(n-(r-k))/k \cdot \beta^n,$$

which proves the second part of the induction hypothesis.

For the last steps, the analysis leading to Eq. (5) still holds, thus if $U_r$ denotes the previous approximate quotient, and $U = U_r + (Q_r \text{ div } \beta^{k+1-r})$ is the final result:

$$|W - UV|$$

$$\leq |W - (U_r V + W_r)| + |(U_r V + W_r) - UV|$$

$$\leq (k+1)\frac{n-r}{k} \beta^n + |W_r - (Q_r \text{ div } \beta^{k+1-r}) V|$$

$$\leq (k+1)\frac{n-r}{k} \beta^n + |Q_r \beta^{r-(k+1)} - (Q_r \text{ div } \beta^{k+1-r}) V|.$$
III. EXPERIMENTAL RESULTS

We now describe experiments done on gcc16.fsffrance.org, a 2.2Ghz AMD Opteron 8354 from the GCC Compile Farm. For those experiments, we used the changeset 131005cc271b from the 5.0 branch of the GMP repository, which is the one corresponding most closely with the GMP 5.0.1 release, and the corresponding mpn_tdiv_qr patch from the first author, which implements the integer middle product (the threshold between quadratic and subquadratic middle product was 36 words). We also used the svn revision 7229 from MPFR.

In Figure 3, mpn_mul_n is the full \( n \times n \) product routine from GMP. ShortMul is Mulders’ short product from GNU MPFR (svn revision 7191), mpn_invert is GMP’s internal inversion routine, mpn_mulmid_n is Harvey’s \((2n-1) \times n\) middle product routine, mpn_tdiv_qr is GMP’s \((2n)/n\) division routine with remainder, mpn_div_q is GMP’s internal division routine without remainder (with exact quotient), ShortDiv is Algorithm ShortDiv (available in GNU MPFR, svn revision 7191), FoldDiv(2) is Algorithm FoldDiv(2), and so on.

Several comments can be made on Fig. 3. As \( n \) increases, the gain of the short product (ShortMul) over the full product decreases. This is expected, since in the FFT range it is not known how to compute a short product faster than a full product, thus the asymptotic ratio is 1. The middle product ratio also increases with \( n \), whereas we might expect in theory a ratio of 1, by analogy with the polynomial case. There are two explanations for this. Firstly there is a small linear overhead in the subquadratic middle product, due to the computation of the error terms (see [4]). In the context of FoldDiv, it may be possible to reduce this overhead by skipping some of the error term computations and absorbing the resulting errors into the error estimates in the proof of Theorem 2. Secondly, for \( n \geq 81 \) (on the computer we used), GMP switches to the Toom-3 algorithm for mpn_mul_n, which is asymptotically faster than the Karatsuba-like algorithm used by mpn_mulmid_n. Thus an implementation of a Toom-3 variant of the middle product may exhibit better timings for mpn_mulmid_n, and thus for FoldDiv. Remark that one could also implement a middle product using two short products: if \( X \) has \( 2n \) words and \( Y \) has \( n \) words, their middle product can be obtained from the (high) short product of \( X_0 \) by \( Y \) and from the (low) short product of \( X_1 \) by \( Y \), where \( X_0 \) (resp. \( X_1 \)) denotes the lower (resp. higher) \( n \) words from \( X \). Finally mpn_invert is still quite expensive, although it has been much improved in GMP 5.0.1; in particular for \( n = 200 \) mpn_invert is not faster than FoldDiv(4)! An approximate inverse routine using the middle and short products, along the lines of FoldDiv, should give better timings for FoldDiv.

Algorithm ShortMul is implemented in GNU MPFR since version 2.2.0 from September 2005. It is trivial to extend it to the squaring operation, however up to MPFR 3.0.x it was not used in that case, this will be done in the future as a consequence of this work. Another motivation for this work was the new mpn_div_q routine in GMP 5.0.x, which is used in GMP’s floating-point division mpf_div, and as a consequence mpf_div was faster than mpfr_div. Algorithm ShortDiv is available in GNU MPFR since revision 7191.

IV. CONCLUDING REMARKS

In this article, we describe in detail two short division algorithms for multiple-precision integers, namely ShortDiv and FoldDiv. Those algorithms are based on known techniques for polynomials, our contribution being to adapt those techniques to the integer case (dealing with carries).
and to provide a rigorous error analysis. As mentioned in the introduction, short division algorithms with rigorous error bounds are very useful as building blocks for floating-point division with correct rounding. The ShortDiv algorithm is easy to implement, since it only depends on a short product routine, and already gives very good timings, in particular it beats GMP 5.0.1 mpn_div_q routine up from 200 words. For \( n = 500 \), FoldDiv(3) gives a 31% speedup with respect to mpn_tdiv_qr, and a 10% speedup with respect to mpn_div_q. The FoldDiv(\( \ell \)) algorithms are more difficult to implement since they rely on the integer middle product, which is not yet available as a basic routine in multiple-precision libraries like GMP, and their error analysis is more involved. However they are slightly faster than ShortDiv, and using \( \ell = 3 \) seems to be near to optimal. Moreover the efficiency of FoldDiv can still be improved in two ways: on the one hand with a faster middle product routine in the Toom-3 range, on the other hand with an approximate inversion routine using itself short and middle products.
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