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Abstract: In this paper the definition of comparison sets and a discussion of their usefulness are presented based on the research work reported in (14). In addition some new results concerning the distribution of floating point (FLP) operand pairs over comparison sets are given.

INTRODUCTION

The comparison sets are defined according to properties of the ideal FLP operation algorithms. However, comparison sets can be used to predict important aspects of normalization and truncation in most FLP operations.

Consequently these sets simplify the comparison of FLP operations greatly, hence the name comparison set. In (14) they are used to compare the rounding methods used in the FLP instruction algorithms on the FDP10, CDC6600-CYBER 70, CDC3000, Univac 1100, 3M3, SNA and IBM 360-370 computer series.

The actual distribution of FLP operand pairs over these comparison sets for several large calculations are reported.

BASIC CONCEPTS

Precise definitions of FLP numbers, sets and mappings are given in (14 & 15).

Floating point numbers

A FLP number is defined as a triplet containing sign, exponent and fractional part. The sign and exponent are integers, while the fractional part is a particular type of radix polynomial called limited digrit (LDR) polynomial defined in (14 & 16).

Since an LDR polynomial always has a positive value with positive coefficients the FLP fraction represented is in signed magnitude.

The base in a FLP number or radix polynomial is called \( b \), where \( b \) is an integer greater or equal to 2.

The length of the fraction in the FLP numbers is \( p \), where \( p \) is an integer greater or equal to 3.

FLP zero is written \( 0 \).

Sets of FLP numbers

The set of all FLP numbers defined as above with base \( b \) is \( S_b \).

The set of all normalized FLP numbers with fraction length \( p \) is \( S_b^p \).

Mappings on FLP numbers and fractions

Given a FLP number \( F \):

\( \psi F \) is the sign of \( F \).

\( \varepsilon F \) is the exponent of \( F \).

\( \phi F \) is the fraction of \( F \).

\( \omega \phi F \) is the value of the fraction of \( F \).

\( \zeta_{b^k}^k \lambda \) scales \( F \), by increasing the exponent with \( k \) and "multiplying" the fraction with \( b^k \).

\( \chi \lambda \) maps any radix polynomial with positive value into a LDR polynomial

Operations on FLP numbers

FLP numbers are added and subtracted according to the following definitions.

Assume \( \mathcal{G} \in S_b \) and \( \mathcal{H} \in S_b \).

In the rest of this paper \( \psi \) will be used to indicate the exponent difference \( \varepsilon \mathcal{G} - \varepsilon \mathcal{H} \): \( \psi = \varepsilon \mathcal{G} - \varepsilon \mathcal{H} \).

Two predicates are required.

\( G \geq \mathcal{H} \Leftrightarrow G > \mathcal{H} \lor (G = \mathcal{H} \land \omega \phi G \geq \omega \phi \mathcal{H}) \)

\( G < \mathcal{H} \Leftrightarrow G < \mathcal{H} \lor (G = \mathcal{H} \land \omega \phi G < \omega \phi \mathcal{H}) \)

The addition of two FLP numbers \( G \) and \( \mathcal{H} \) is defined as follows:

\[
G + \mathcal{H} = \begin{cases} 
(\omega \phi G, \varepsilon G, \lambda(\psi G + \psi \mathcal{H} + \varepsilon(\psi G \geq \psi \mathcal{H} + 2 \varepsilon \mathcal{H}))) & \text{if } G \geq \mathcal{H} \\
(\omega \phi \mathcal{H}, \varepsilon \mathcal{H}, \lambda(\psi \mathcal{H} + \psi G + \varepsilon(\psi \mathcal{H} \geq \psi G + 2 \varepsilon G))) & \text{if } \mathcal{H} \geq G
\end{cases}
\]

From this definition it can be seen that FLP add is completely symmetric in \( G \) and \( \mathcal{H} \); \( G + \mathcal{H} = \mathcal{H} + G \).

Note

The preshift of \( \mathcal{H} \) or \( G \) indicated above by \( \psi \mathcal{H} \) \( b^\varepsilon \) and \( \psi G \) \( b^\varepsilon \) required to equalize exponents, can be done before the add operation. This means that equal exponents can be assumed in the add operation:

Assuming \( G \geq \mathcal{H} \) this can for instance be done as follows: \( \psi = \chi \).

The add operation then simplifies to:

\[
G + \mathcal{H} = \begin{cases} 
(\omega \phi G, \varepsilon G, \lambda(\psi G + \psi \mathcal{H})); & \psi = \chi \\
(\omega \phi \mathcal{H}, \varepsilon \mathcal{H}, \lambda(\psi \mathcal{H} + \psi G)); & \psi = \chi
\end{cases}
\]

The subtraction of two FLP numbers \( G \) and \( \mathcal{H} \) is defined in terms of addition:

\( G - \mathcal{H} = G + (-1 \cdot \mathcal{H}) \).

The remarks made above about preshifting, applies to subtraction also.

The multiplication and division of two FLP numbers \( G \) and \( \mathcal{H} \) are straightforward.

\[
G \cdot \mathcal{H} = (\omega \phi G, \varepsilon G, \lambda(\psi G \cdot \psi \mathcal{H}))
\]

And assuming \( \mathcal{H} \neq 0 \)

\[
G \div \mathcal{H} = (\omega \phi G, \varepsilon G, \lambda(\psi G \div \psi \mathcal{H}))
\]

The definitions of \( \# \), \( \otimes \), \( \div \), and \( \ominus \) show that these operations map as follows:

\( G \ominus \mathcal{H} = \mathcal{H} \ominus G \rightarrow S_b \).

CARRY-CANCEL

Normalization, truncation and rounding in a floating point operation depend on the size of the fraction in the intermediate result before normalization. This fraction's value may be greater or equal to 1. It will then be said that the intermediate result has carry. The intermediate result fraction can have a value less than 1 or greater or equal to 1/b.

The intermediate result has cancel when its fraction has a value less than 1/b.

Carry predicate:

\( F \in S_b \setminus F \oplus \psi \; \text{and} \; \psi \phi F \geq 1 \)

Cancel predicate:

\( F \in S_b \setminus F \oplus \psi \; \text{and} \; \psi \phi F < 1/b \)
COMPARISON SETS

There are three categories of FLP instruction algorithms; add including subtraction, multiply and divide algorithms.

For each of the three categories of FLP instruction algorithms there is a collection of comparison sets partitioning the space of FLP operand pairs \( S^P \times S^P \). Within each collection the sets are mutually exclusive.

However most algorithms within a category can be analyzed with the aid of the same collection of comparison sets.

Comparison sets for addition algorithms

The carry/cancel predicates applied to the intermediate result \( G \oplus \xi \cdot H \) in the ideal FLP add algorithm are used to partition \( S^P \times S^P \).

These predicates will be abbreviated as follows:

\[ \omega^*(G \oplus \xi \cdot H) \text{ is written } \omega^* \]

Then the predicates used are:

\[ \omega^* \geq 1 \text{ means } G \oplus \xi \cdot H \text{ has carry} \]

\[ \omega^* < 1 \text{ means } G \oplus \xi \cdot H \text{ has no carry} \]

\[ \omega^* \geq 1/b \text{ means } G \oplus \xi \cdot H \text{ has no cancel} \]

\[ \omega^* < 1/b \text{ means } G \oplus \xi \cdot H \text{ has cancel} \]

The union of the comparison sets defined below, covers only the operand pairs where \( G \oplus \xi \cdot H \) since the FLP add instruction algorithms studied are symmetric in \( G \) and \( H \).

Set \( S = S^P \times S^P \)

Then define

\[ S^* = \{(G,H); (G,H) \in S \} \]

In all the set definitions given below it is assumed that:

\[ (G,H) \in S^* \]

The comparison sets for addition are:

\[ S^P = \{(G,H); G = 0\} \]

\[ S^P = \{(G,H); G \oplus 0 \neq \xi \cdot H \} \]

\[ S^P = \{(G,H); G \oplus 0 = \xi \cdot H \} \cap \{G \neq \xi \cdot H \geq \omega^{*} \leq 1/b \} \]

\[ S^P = \{(G,H); G \oplus 0 = \xi \cdot H \} \cap \{G \neq \xi \cdot H \geq \omega^{*} > 1/b \} \]

\[ S^P = \{(G,H); G \oplus 0 = \xi \cdot H \} \cap \{G \neq \xi \cdot H \geq \omega^{*} < 1/b \} \]

The union of these sets covers \( S^* \).

Theorem 5.4 in (14) shows that when \( G \) and \( H \) are such that \( \xi \cdot H \geq \omega^*_P \) they cannot be a member of \( S^P \).

It shows in addition that since \( \omega^*_P \geq 2 \) in \( S_P^* \) indicating a cancel of only one position.

Comparison sets for subtraction

The only predicates required to characterize these subsets are the two predicates testing \( G \cdot H \) for cancel or noncancel. These predicates will be abbreviated as follows:

\[ \omega^* \text{ is written } \omega^* \]

Then the predicates used are:

\[ \omega^* \geq 1/b \text{ means } G \cdot H \text{ has cancel} \]

The comparison sets for multiplication are:

\[ S^P = \{(G,H); (G,H) \in S^P \times S^P \} \]

\[ S^P = \{(G,H); (G,H) \in S^P \times S^P \} \]

Lemma 3.7 in (14) shows that the fraction in \( G \oplus \xi \cdot H \) will have a leading coefficient index of 1 or 2. This means that \( G \oplus \xi \cdot H \) will never have carry. \( S^P \) will therefore cover \( S^P \times S^P \). Leading coefficient index not lower than 2 also means that only single cancel will occur. In other words, assuming \( G \oplus \xi \cdot H \in S^P \) \[ \geq 1/b^* \]

Comparison sets for division

The only predicates required to characterize these subsets are the two predicates \( \omega^* \cdot \omega^* \geq 1/b^* \) and \( \omega^* \cdot \omega^* < 1/b^* \).

The comparison sets for division are:

\[ S^P = \{(G,H); (G,H) \in S^P \times S^P \} \]

\[ S^P = \{(G,H); (G,H) \in S^P \times S^P \} \]

Lemma 3.9 in (14) shows that the predicates \( \omega^* \cdot \omega^* \geq 1/b^* \) and \( \omega^* \cdot \omega^* < 1/b^* \) picks the same operand pairs as the predicates testing for carry and cancel in \( G \oplus \xi \cdot H \).

It is clear that \( S^P \) \( S^P \) \( S^P \) \( S^P \) \( S^P \)

THE USE OF COMPARISON SETS

FLP algorithms that differ from the ideal algorithms will in most cases have an intermediate result before normalization different from \( G \oplus \xi \cdot H \). For each algorithm investigated in (14) it is shown that carry and cancel either occurs when it occurs in \( G \oplus \xi \cdot H \) or that the final result is independent of whether carry and cancel is detected in \( G \oplus \xi \cdot H \) or in the algorithm's intermediate result.

The FLP algorithms investigated in (14) were the FLP instruction algorithms for add/subtract, multiply and divide on the following computer series: CDC6600-Cyber 70, CDC3000, Univac 1100, SM3, SM4 and IBM 360-370.

All of the algorithms investigated were generalized to accept any positive integer base greater or equal to 2, and any fraction length greater or equal to 3.

Any FLP operand pair can be placed uniquely in a comparison set. This makes it possible to predict the most important aspects of the normalization and truncation required when applying any of the FLP operations above to this FLP operand pair. The aspects of normalization and truncation that can be predicted are those that determine the rounding and accuracy of FLP operations. The predictions can be made without taking into account any of the peculiar aspects of each algorithm.

The actual distribution of FLP operand pairs over these comparison sets has been investigated for several large calculations. This is of interest since the major rounding errors in a FLP operation only occur for operands from a few of the comparison sets.

When the operand pairs that actually occur in large calculations seldom are from these critical comparison sets the rounding errors incurred cannot affect the calculations noticeably. However the comparisons that result are not critical comparison sets the rounding errors incurred may cause significant errors in the results of the calculation.

Finally a FLP operation that behaves badly for operand pairs from a critical comparison set can be found acceptable if operand pairs from this critical
comparison set are very infrequent in the types of calculation where the FLP operation will be used. The investigations are based on complete instruction and operand traces of the following 5 programs:

A) Bairatov's method for polynomial roots; No 30 (19).
B) Crout's method for linear equations; No 43 (19).
C) Hävie's method for definite integrals; No 257 (19).
D) Aitken's method for polynomial interpolation.
E) Scant method for simultaneous linear equations.

The traces of these and many other programs were made by Dr. A. Lunde for his thesis work (17). Most of the programs were run several times with different input in the trace. In addition traces of several versions in different programming languages were made for programs A, B and C. There were insignificant differences between the distributions obtained with different versions of the same program.

The trace of the 5 programs give 750 000 instructions of which 46 000 were FLP addition and subtraction, 43 000 were FLP multiplication and 11 000 FLP division.

The results of this investigation was compared with D. Sweeney's analysis of FLP additions (18) and found to correlate well with his results.

The new comparison set $S_{oa} = \{(0,0); x = 0\}$ was introduced to eliminate from $S_{2b}$ and $S_{5b}$ the operand pairs where the large exponent difference was caused by one operand being zero. Thus $S_o$ contains FLP operand pairs where both are zero and $S_{oa}$ FLP operand pairs where one of the operands are zero.

The tables below give for each problem the percentage of FLP operand pairs in each comparison set.

### Addition, subtraction

<table>
<thead>
<tr>
<th>Problem</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of FLP add/ subtract instructions</td>
<td>10.6</td>
<td>5.2</td>
<td>15.1</td>
<td>5.6</td>
<td>5.3</td>
<td>6.1</td>
</tr>
<tr>
<td>$S_o$</td>
<td>0.4</td>
<td>1.0</td>
<td>0</td>
<td>1.6</td>
<td>2.2</td>
<td>1.4</td>
</tr>
<tr>
<td>$S_{oa}$</td>
<td>23.8</td>
<td>27.7</td>
<td>1.7</td>
<td>12.1</td>
<td>0</td>
<td>10.5</td>
</tr>
<tr>
<td>$S_1$</td>
<td>4.6</td>
<td>5.2</td>
<td>50.9</td>
<td>12.2</td>
<td>2.3</td>
<td>14.4</td>
</tr>
<tr>
<td>$S_{2a}$</td>
<td>22.6</td>
<td>47.9</td>
<td>38.9</td>
<td>26.7</td>
<td>14.7</td>
<td>27.6</td>
</tr>
<tr>
<td>$S_{2b}$</td>
<td>0.5</td>
<td>0.9</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>$S_3$</td>
<td>6.8</td>
<td>5.5</td>
<td>3.3</td>
<td>9.2</td>
<td>3</td>
<td>7.2</td>
</tr>
<tr>
<td>$S_4$</td>
<td>10.1</td>
<td>3.0</td>
<td>0.9</td>
<td>8.6</td>
<td>57.6</td>
<td>15.2</td>
</tr>
<tr>
<td>$S_5$</td>
<td>15.6</td>
<td>4.7</td>
<td>3.0</td>
<td>15.4</td>
<td>6.0</td>
<td>11.5</td>
</tr>
<tr>
<td>$S_{5b}$</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>$S_6$</td>
<td>10.8</td>
<td>2.7</td>
<td>0.6</td>
<td>9.3</td>
<td>12.0</td>
<td>8.3</td>
</tr>
<tr>
<td>$S_7$</td>
<td>4.7</td>
<td>1.4</td>
<td>1.7</td>
<td>4.0</td>
<td>1.5</td>
<td>3.2</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Multiplication

<table>
<thead>
<tr>
<th>Problem</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of FLP multiply instructions</td>
<td>10.4</td>
<td>2.2</td>
<td>3.2</td>
<td>6.9</td>
<td>3.0</td>
<td>5.7</td>
</tr>
<tr>
<td>$S_8$</td>
<td>38.6</td>
<td>49.3</td>
<td>38.9</td>
<td>51.1</td>
<td>39.7</td>
<td>49.1</td>
</tr>
<tr>
<td>$S_9$</td>
<td>61.4</td>
<td>50.7</td>
<td>61.1</td>
<td>48.9</td>
<td>60.3</td>
<td>50.9</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Division

<table>
<thead>
<tr>
<th>Problem</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of FLP divide instructions</td>
<td>2.0</td>
<td>4.1</td>
<td>5.9</td>
<td>1.4</td>
<td>1.2</td>
<td>1.5</td>
</tr>
<tr>
<td>$S_{10}$</td>
<td>55.2</td>
<td>59.5</td>
<td>68.0</td>
<td>54.4</td>
<td>58.2</td>
<td>57.7</td>
</tr>
<tr>
<td>$S_{11}$</td>
<td>44.8</td>
<td>40.5</td>
<td>32.0</td>
<td>45.6</td>
<td>41.8</td>
<td>40.3</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### CONCLUSION

Important aspects of normalization and truncation in FLP instructions in most of today's computers can be predicted with the aid of comparison sets. This warrants the belief, that comparison sets can be used to investigate and compare present and future FLP operations. This will make comparison sets an increasingly important tool for the study of FLP operations.

Information on the statistical distribution of FLP operand pairs over comparison sets is of intrinsic value especially when tied to normalization and truncation properties in FLP operations.

The distribution of FLP operand pairs over comparison sets were found to be very problem dependent. It does not seem possible to find a general distribution that will be useful when studying specific calculations.

It is hoped that comparison sets will be used by those who design, investigate or use FLP arithmetic, and that it brings the theory of FLP arithmetic a step forward.
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