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Abstract

An on-line algorithm for computing square roots in radix 2, normalized floating-point number system with the redundant digit set \([-1, 0, 1]\) is described. The algorithm has on-line delay of one and it is amenable for modular implementation. A systematic approach, used in deriving this algorithm, is presented in detail.

1. Introduction

We present here an on-line algorithm for computing square roots in radix 2 number representation system with a redundant digit set \([-1, 0, 1]\). An on-line algorithm is characterized by the following properties:

i) The result is computed in a digit-by-digit fashion, beginning with the most significant digit.

ii) The \(j\)-th digit of the result is computed as soon as \((j+\delta)\) digits of the operands are available. The on-line delay \(\delta\) is a small positive integer.

The on-line algorithms for the basic arithmetic operations are discussed in [1] and [2]. These algorithms provide an effective way of speeding up sequences of operations by maximizing their overlap. Moreover, the on-line algorithms minimize the required interconnection bandwidth and the number of input/output connections per module. The system implications and organization of on-line computational structures are discussed in [2] and [3].

In Section 2 the square root algorithm for normalized fractions is derived. The implementation and performance are discussed in Section 3.

2. Derivation of the Algorithm

2.1 Definitions

The argument

\[
x = \sum_{i=1}^{m} x_i 2^{-i}
\]

is in the range \([2^{-p}, 2^{-p+1}]\) where the range scaling factor \(p\) is a positive integer to be determined later. The argument \(x\) is represented in the redundant binary system with the symmetric digit set \([-1, 0, 1]\). Its on-line representation is defined as follows:

\[
X_j = X_{j-1} + x_{\delta+j} 2^{-\delta-j}, \quad j = 1, 2, \ldots, m
\]

where

\[
\delta \geq 0 \text{ is the on-line delay,}
\]

\[
X_0 = \prod_{i=1}^{\delta} x_i 2^{-i}, \quad \text{and}
\]

\[
x_k = 0 \text{ for } k > m - \delta.
\]

Clearly \(X_m = x\). The result

\[
y = \sum_{i=1}^{m} y_i 2^{-i}
\]

is in the range \([2^{-p/2}, 2^{(1-p)/2}]\) and satisfies

\[
|\sqrt{x} - y| < 2^{-m+1}
\]

Its on-line representation in the redundant binary system with the symmetric digit set \([-1, 0, 1]\) is defined as:

\[
y_j = y_{j-1} + y_j 2^{-j}, \quad j = 1, 2, \ldots, m
\]

and

\[
y_0 = 0
\]

In order to facilitate computation of the result digits, a scaled remainder is introduced:

\[
R_j = 2^{\delta} (x_j - y_j^2)
\]

The error condition (2) and the digit-by-digit computation of on-line algorithms imply that the remainders should be bounded as follows:

\[
|R_j| < 1
\]
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The remainders can be determined recursively:

\[ R_j = 2R_{j-1} + x_{\delta+j}2^{-\delta} - 2y_{j-1}y_j + 2^{-\delta+j} \]

where

\[ R_0 = x_0. \]

At each step one result digit is obtained as a function of the remainder, i.e.,

\[ y_j = S(R_{j-1}) \]

The selection function \( S \) (the selection rule) should be the same in all steps. Since the redundant number representation system is used, it is expected that the selection can be performed using the estimates \( \hat{R}_j \) of the remainders [4, 5, 6]. Consequently the remainders can be computed in a redundant representation in time independent of the length of the operands. They can be used for the selection without performing the full-precision conversion to the conventional form, i.e.,

\[ y_j = S(\hat{R}_{j-1}) \]

### 2.2 Selection Function

In order to determine the selection function \( y_j = S(R_{j-1}) \) we first establish three intervals \( I_k = [a_k, b_k], k = -1, 0, 1 \), in the range of \( R_{j-1} \) such that if \( R_{j-1} \in I_k \) then \( y_j = k \) is a valid digit choice. In general, these intervals must satisfy the following conditions:

i) The continuity condition

\[ I_k \cap I_{k+1} \neq \emptyset, k = -1, 0 \]

i.e., the intervals may not be disjoint. Alternatively,

\[ a_k \leq b_{k-1}, k = 0, 1 \]

ii) The containment condition:

\[ R_j \in I_{-1} \cup I_0 \cup I_1, \]

i.e., the remainders must always be contained in the selection intervals. Alternatively,

\[ a_{-1} \leq -1 \]

and

\[ b_1 \geq 1. \]

These conditions and the selection intervals are illustrated in the next figure:
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**Figure 1: Selection Intervals**

The intervals \( I_k \) are directly obtained by evaluating

\[ R_{j-1} = \frac{1}{2} R_j - x_{\delta+j}2^{-\delta-1} + y_{j-1}y_j2^{-j-1} \]

for \( R_j = \pm 1 \) and \( y_j = -1, 0, \) and 1, following the approach used in [7]. In order to simplify notation let

\[ u = x_{\delta+j}2^{-\delta-1} \]

\[ v = y_{j-1}2^{-j-1} \]

Then the selection intervals are:

\[ I_1 = (-\frac{1}{2} - u + v, \frac{1}{2} - u + v) \]

\[ I_0 = (-\frac{1}{2} - u, \frac{1}{2} - u) \]

\[ I_{-1} = (-\frac{1}{2} - u + w, \frac{1}{2} - u + w) \]

The containment condition (9) implies that

\[ u \leq v - \frac{1}{2} \]

and

\[ -u \leq -w - \frac{1}{2} \]

Since \( x_{\delta+j} \in (T, 0, \delta) \), these conditions imply, in the worst case when \( x_{\delta+j} = T \), that:

\[ 2^{-\delta} \leq 2y_{j-1} - 2^{-j-1} \]

The continuity condition (8) requires that the overlaps \( \Delta \) between the selection intervals are positive:

\[ \Delta_{01} = b_0 - a_1 = 1 - v > 0 \]

\[ \Delta_{10} = b_{-1} - a_0 = 1 + w > 0 \]
Assuming that $\Delta \geq 2^{-t}$, the condition (8) becomes in the worst case:

$$2^{-t} \leq 1 - Y_{j-1} - 2^{-j-1}$$  \hspace{1cm} (19)

Combining (16) and (19) we obtain:

$$2^{-\delta} + 2^{-t} \leq Y_{j-1} - 2^{-j-1}$$  \hspace{1cm} (20)

From (19) and (20):

$$2^{-\delta} + 2^{-t} + 2^{-j-1} \leq Y_{j-1} \leq 1 - 2^{-t} - 2^{-j-1}$$  \hspace{1cm} (21)

Since $y \in [2^{p/2}, 2^{(1-p)/2}]$

$$2^{(1-p)/2} \leq 1 - 2^{-t} - 2^{-j-1}$$  \hspace{1cm} (22)

which implies that the range scale factor $p$ should be greater than one.

The choice of $p$ is made as follows. Let $z_{2^e}z$ be the argument represented in the radix 2 normalized floating point number system with the fraction $z \in [1/2, 1)$ and the exponent $e_z$ an integer. Similarly $w_{2^e}w$ represents the result $(z_{2^e}z)^{1/2}$ in the same number system. Since only integer exponents are allowed,

$$w = (z)^{1/2}, e_w = e_z/2 \text{ if } e_z \text{ is even}$$  \hspace{1cm} (23)

and

$$w = (z)^{1/2}, e_w = (e_z + 1)/2 \text{ if } e_z \text{ is odd}$$  \hspace{1cm} (24)

where $w \in [1/2, 1)$, i.e., the result appears in the normalized form. Also, in (23) and (24) $p = 1$ and $p = 2$, respectively. Because of the condition (22) which requires that $p > 1$ we chose the following argument scaling.

$$w = (2(z/4))^{1/2}, e_w = e_z/2 \text{ if } e_z \text{ is even}$$  \hspace{1cm} (25)

and

$$w = (z/2)^{1/2}, e_w = (e_z + 1)/2 \text{ if } e_z \text{ is odd}$$

Then the algorithm operates on

$$x = z/4 \text{ if } e_z \text{ is even}$$  \hspace{1cm} (26)

and

$$x = z/2 \text{ if } e_z \text{ is odd}$$

If $x \in [1/8, 1/4)$, then $y \in [1/2 \sqrt{2}, 1/2)$ so that

$$y_1 = 0 \text{ and } y_2 = 1$$  \hspace{1cm} (27)

Therefore, the worst case in the condition (20) occurs for $j = 3$:

$$2^{-\delta} + 2^{-t} + 2^{-4} \leq \frac{1}{2^{\sqrt{2}}}$$  \hspace{1cm} (28)

or

$$2^{-\delta} + 2^{-t} \leq \frac{8 - \sqrt{2}}{16 \sqrt{2}}$$  \hspace{1cm} (29)

which is satisfied for $\delta \geq 2$ and $t \geq 5$. If $x \in [1/4, 1/2)$, then $y \in [1/2 \sqrt{2}, 2)$ and $y_1 = 1$. The condition (20), for $j = 2$, gives

$$2^{-\delta} + 2^{-t} + 2^{-3} \leq 1/2$$  \hspace{1cm} (30)

or

$$2^{-\delta} + 2^{-t} \leq 3/8$$

which is satisfied for $\delta \geq 2$ and $t \geq 3$.

Therefore, we choose the minimum on-line delay $\delta = 2$ which guarantees that the overlap intervals are of the size $\Delta \geq 2^{-5}$. It will be seen that the on-line delay is $\delta = 1$ with respect to the floating point argument $z_{2^e}z$.

We now determine two comparison points $B_1 \in [a_0, b_1]$ and $B_1 \in [a_1, b_0]$. These points should lie in the middle of the overlap intervals so that the required precision of the remainder estimate $\hat{R}_{j-1}$ is minimized. We obtain:

$$- \frac{1}{2} - x_{2+j} z_{2^{-3}} + 1 < B_1 < \frac{1}{2} - x_{2+j} z_{2^{-3}} - \frac{1}{64}$$

or

$$\frac{15}{64} - x_{2+j} z_{2^{-3}} < B_1 < \frac{31}{64} - x_{2+j} z_{2^{-3}}$$

and choose

$$B_1 = \frac{1}{2} - x_{2+j} z_{2^{-3}} = \left(2 - x_{2+j}\right)/8$$  \hspace{1cm} (32)

Similarly

$$B_1 = \frac{1}{4} - x_{2+j} z_{2^{-3}} = (-2 - x_{2+j}\right)/8$$  \hspace{1cm} (33)

This completes the specification of the selection function:

$$y_j = S(\hat{R}_{j-1}) = \begin{cases} 1 & \text{if } \hat{R}_{j-1} \geq B_1 \\ 0 & \text{if } B_{j-1} < \hat{R}_{j-1} < B_1 \\ 1 & \text{if } \hat{R}_{j-1} \leq B_{j-1} \end{cases}$$  \hspace{1cm} (34)

where $\hat{R}_{j-1}$ is an estimate of $R_{j-1}$ satisfying

$$| R_{j-1} - \hat{R}_{j-1} | \leq 2^{-6}$$  \hspace{1cm} (35)

i.e., the remainder $R_{j-1}$, computed in a redundant form, is converted for the selection purposes into
The estimate $\hat{R}_{j-1}$ is in the conventional form and has no more than seven bits including the sign.

The previous derivations are summarized as:

Algorithm A:
1. $Y_0 = 0; R_0 = x_1 \cdot 2^{-1} + x_2 \cdot 2^{-2}$
2. For $j = 1, 2, \ldots, m + 1$ do:
   
   2.1 $y_j = S(\hat{R}_{j-1}, x_{2+j})$
   2.2 $Y_j = Y_{j-1} + y_j \cdot 2^{-j};$
   $R_j = 2R_{j-1} + x_{2+j} \cdot 2^{-2} - (2Y_{j-1} + y_j \cdot 2^{-j})y_j$

where

$$\hat{R}_j = [64R_j]/64$$

is the estimate of the remainder and

$$S(\hat{R}_{j-1}, x_{2+j}) = \begin{cases} 
1 & \text{if } \hat{R}_{j-1} \geq (2 - x_{2+j})/8 \\
0 & \text{otherwise} 
\end{cases}$$

is the selection function.

Our main objective is to apply the on-line square rooting algorithm on the normalized floating-point argument $z \cdot 2^{e_z}$ and generate the result $w \cdot 2^{e_w}$. We now establish, using (25) and (26), that:

(a) For $e_z$ even:

\[ x_1 = x_2 = 0, \]
\[ x_i = z_{i-2}, i = 3, 4, \ldots, m + 2, \]
\[ x_{m+3} = 0 \]

and

\[ w_i = y_{i+1}, i = 1, \ldots, m. \]

(b) For $e_z$ odd:

\[ x_1 = 0, \]
\[ x_i = z_{i-1}, i = 2, 3, \ldots, m + 1, \]
\[ x_{m+2} = x_{m+3} = 0 \]

and

\[ w_i = x_i, i = 1, \ldots, m. \]

The algorithm A is now stated in a form convenient for implementation:

Algorithm B:
1. $W = 0; R = 1/4$
2. For $j = 1, 2, \ldots, m$ do:
   
   2.1 $w_j = S(\hat{R}, z_{j+1})$
   2.2 $W = W + w_j \cdot 2^{-k};$
   
   \[ R = 2R + z_{j+1} \cdot 2^{-2} - 2Ww_j - w_j \cdot 2^{-k} \]

where

\[ k = \begin{cases} 
j & \text{if } e_z \text{ is odd}; \\
0 & \text{if } e_z \text{ is even}; \\
\end{cases} \]

$W$ and $R$ denote the result and the scaled remainder; $z_{j+1}$ is the digit of the argument mantissa received at the $j$-th step in which $w_j$ digit of the result mantissa is generated.

An example of square root evaluation is given in Figure 2.

3. On Implementation

The proposed on-line algorithm has two properties important for a modular implementation. First, a small number of inputs and outputs is needed because of the digit-by-digit mode of operation. Second, the primitive operations (limited carry propagation addition and concatenation) can be efficiently implemented and allow for easy partitioning.

The block diagram of the data section of the Basic Module (BM) for square rooting in on-line fashion is shown in Figure 3. The structure is based on the Algorithm B. Since $W$ at the $i$-th step contains $i-1$ most significant digits,

\[ W = W + w_i \cdot 2^{-1} \]

can be obtained by concatenation, i.e.,

\[ W = (W, w_i) \]

Similarly,

\[ R = (2R + z_{i+1} \cdot 2^{-2} - 2Ww_i, - w_i^2) \]

The data section of the BM is $d$ digits wide and it consists of the following parts:

1. A limited carry-borrow propagation adder with the operands and the result represented in the redundant form.

2. Two registers $R$ and $W$ for the remainder and the result. Due to the redundant representation, each register requires 2$d$ bits.
3. The result digit selection block S which implements the selection function $S(\hat{R}, z_{i+1})$. Since only the most significant module performs the selection, the output of the S block is controlled by a Select Enable (SE) signal. If the output of the S block is tri-state, then the terminal $w_j$ can also be used as input when BM is not in the most significant position. This is illustrated in Figure 4.

4. Two selection networks SN and the distribution (demultiplexing) network DN perform the multiplication by $-w_j$ and the concatenation of the term $w_j z_{\overline{k}}$, respectively. In order to reduce the number of terminals on the module and make it independent of the working precision, the distribution network is controlled by a d-bit shift register.

5. The conversion block C generates an estimate $\hat{R}$ in the conventional form of the redundant remainder $R$.

The inputs to the BM are:

1. Transfer Inputs $(T_{IN})$  
   
   \[ T_{IN} = (C_{IN}, R_{IN}, W_{IN}) \]

   where  
   
   $C_{IN}$ is the adder transfer digit;  
   $R_{IN}$ is the leftmost digit of the remainder; and  
   $W_{IN}$ is the leftmost digit of the partial result, generated by the next lower significant module.
2. Digit Input \( (D_{IN}) \)
\[
D_{IN} = \begin{cases} 
1 & \text{for the most significant BM;} \\
0 & \text{otherwise.}
\end{cases}
\]

3. Select Enable (SE)
\[
SE = \begin{cases} 
1 & \text{for the most significant BM;} \\
0 & \text{otherwise.}
\end{cases}
\]

4. Distribution Control Output (DC_{IN})

For BM_{i}:
\[
\begin{align*}
DC_{IN} &= 1 \text{ in step } j = (i-1)d; \\
&= 0 \text{ otherwise.}
\end{align*}
\]

In each subsequent step this 1 is shifted one position to the right, enabling the distribution of \( w_j \) in the positions 2, 3, ..., d of the module. After d steps, DC_{OUT} = 1 which enables the distribution of \( w_j \) in the next lower significant module.

The outputs of the BM are:

1. Transfer Output \( (T_{OUT}) \)
\[
T_{OUT} = (C_{OUT}, R_{OUT}, W_{OUT}),
\]
defined analogously to \( T_{IN} \).

2. Digit Output \( (D_{OUT}) \)
\[
D_{OUT} = \begin{cases} 
w_j & \text{for the most significant BM;} \\
\text{used as input otherwise.}
\end{cases}
\]

3. Distribution Control Output \( (DC_{OUT}) \)

For BM_{i}:
\[
\begin{align*}
DC_{OUT} &= 1 \text{ in step } j = i \cdot d; \\
&= 0 \text{ otherwise.}
\end{align*}
\]

The control of the BM requires an initialization signal (IS) to set the registers W and R according to Step 1 of Algorithm B. The recursion is controlled by a desired number of clock pulses (CP). These signals are issued in parallel to all modules. The beginning of operation is identified by an input synchronization signal (IS_{IN}).

The presence of this signal, which appears synchronously with CP, indicates a valid input digit Di. As soon as the first result digit is generated, the output synchronization signal (OS_{OUT}) is issued so that any subsequent on-line operation using this result may proceed. As shown in Figure 4, a control module (CM) receives and generates the synchronization, initialization and clock signals. In addition, CM generates the result exponent \( e_w \).

The time required to perform the basic recursion (Steps 2.1 and 2.2) is
\[
t_0 = t_c + t_s + t_T = O(10tg)
\]
where \( t_c \) is the limited carry borrow propagation addition time, \( t_s \) is the selection time, \( t_T \) is the register transfer (set-up) time and \( t_g \) is the gate delay.

In order to obtain \( m \) most significant digits of the result mantissa, it is sufficient to have
\[
n = \left\lfloor \frac{m + 6}{2d} \right\rfloor \text{ basic modules under assumption that}
\]

Figure 3: Data Selection of the Basic Module (BM)
(a) A module has d bits of precision, and

(b) The estimate of the remainder used in the selection satisfies \(| R - \hat{R} | \leq 2^{-6} \).

Clearly, \( n = \left\lceil \frac{m}{d} \right\rceil \) modules are required for multi-precision operation. A multi-module organization is illustrated in Figure 4.

4. Concluding Remarks

An on-line algorithm for computing square roots in the normalized radix 2 floating-point system with the redundant (mantissa) digit set is presented. The algorithm has the on-line delay \( \delta = 1 \) and a simple step-invariant selection rule. Several implementation aspects, such as the basic module (BM), a multi-module organization and the control and interface, are discussed in some detail. The number of terminals of BM is independent of the working precision of the module. The modules are connected in a cascade fashion to provide for a desired precision, but the time to generate a digit (the step time \( t_0 \)) is independent of the number of modules. Since this is a digit-by-digit algorithm, it takes \( m \) steps to generate the complete result. However, a subsequent operation with an on-line delay \( \delta_k \), which uses this result can proceed after \( \delta_k \) digits are generated. This provides for an overall speed-up of inter-dependent computational sequences.

The approach used in deriving the algorithm for \( r = 2 \) can be directly applied in a higher radix case. The existence of the selection function for a radix \( r \) can be easily shown and the corresponding selection rules obtained in a straightforward manner.

![Figure 4: Multi-ple BM Organization](image)
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