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Abstract

We present a formal proof of correctness of the on-line division algorithm specified in an earlier paper [1]. We also derive two radix 4 on-line division algorithms, with non-redundant and redundant operands respectively.

1. Introduction

By on-line arithmetic algorithms we mean those arithmetic algorithms in which the operands as well as the result flow through the arithmetic unit in a digit-by-digit fashion, in order of significance [1]. It is assumed that δ initial digits of the operands are needed to produce the first digit of the result. Therefore, one digit of the result is produced upon receiving one digit of each of the operands. Here δ is a small positive integer, called the on-line delay.

Consider an n-digit radix r number

\[ n = \sum_{i=1}^{n} n_i r^{-i} \]

In the conventional representation, each digit \( n_i \) can take on any value from the digit set \( \{0, 1, \ldots, r-1\} \). Such representations which allow only \( r \) values in the digit set, are non-redundant since there is a unique representation for each (representable) number. By contrast, number systems that allow more than \( r \) values in the digit set are redundant. Redundant number representations are often useful in speeding up arithmetic operations [2], [3]. It is not difficult to see that the use of redundant number representation is mandatory for on-line algorithms. If we were to use a non-redundant number system, then even for simple operations like addition and subtraction, there is an on-line delay of \( \delta = m \) due to carry propagation. If we allow redundancy in the number representation, then it is possible to limit carry propagation to one digit position. On-line algorithms for addition, subtraction, and multiplication have been developed with \( \delta = 1 \) [1], [3], [4]. In this paper, we develop two radix 4 on-line division algorithms with \( \delta = 3 \) and \( \delta = 5 \) respectively. In general, the value of \( \delta \) for an on-line division algorithm depends upon the radix and the properties of the digit set employed.

The concept of on-line arithmetic is potentially useful in variable precision and multi-precision arithmetic, in significance arithmetic [5], and in digitally chained [6] and pipelined [7] arithmetic units. It also facilitates the modular design of an arithmetic unit. Detailed study of arithmetic unit architectures which exploit the features of on-line arithmetic algorithms is a topic of future research, although some initial work has been done [8]. Ercegovac [9] has developed a general on-line method for computing a large class of functions. Ercegovac [10] has recently developed an on-line square-rooting algorithm.

In reference [1], an on-line algorithm for binary division was specified. A procedure for deriving a higher radix on-line division algorithm for redundant operands was also specified. Irvin [8] has studied higher radix on-line division with non-redundant operands. She allowed the partial remainder to be in a redundant format so that carry-free addition could be utilized in each interactive step.

The reason for considering higher radix arithmetic operations is a possible gain in efficiency, since the use of a higher radix causes a corresponding reduction in the number of iterations required (although at the time the complexity of each individual iteration is increased). For a discussion of conventional higher radix division algorithms see [2], [11], [12], [13], [14].

The purpose of this paper is twofold. First, in sections 1 and 2, we describe and give a formal proof of correctness of on-line division. Secondly, in sections 3 and 4 we derive two radix 4 on-line division algorithms, with non-redundant and redundant operands respectively.

2. The On-Line Division Schema

The following schema for on-line division was first given in [1]. Note that this schema defines a class of division algorithms. This schema produces an on-line division algorithm only when given an interpretation by specifying the representations of \( N, D, P, \) and \( O \), and by specifying the selection function SELECT.
Schema OD (On-Line Division)

Step 1 [Initialization]: \( q_0 = \sum_{i=1}^{5} n_i r^{-i} \); \( d_0 = \sum_{i=1}^{4} d_i r^{-i} \); \( j=0 \);

Step 2 (Loop): while \((j < m)\) do

begin

Step 2.1 [Selection]: \( q_{j+1} = \text{SELECT}(r P_j, d_j) \);

Step 2.2 [Recursions]: \( r_{j+1} = r_j \times d_{j+1} r^{-j-6-1} \);
\( q_{j+1} = q_j + \delta_{j+1} r^{-j-6} \times d_{j+1} r^{-j-6} \);
\( S_{j+1} = \sum_{i=1}^{j} q_i r^{-i} \times d_{j+1} r^{-j-6} \);

Step 2.3 [Increment]: \( j = j+1 \)

end.

The value of \( r \) is the radix, and \( \delta \) represents the assumed on-line delay of algorithm. The function SELECT in step 2.1 represents the quotient digit selection procedure. In step 1, we accumulate the \( \delta \) leading digits of the dividend in \( P_0 \) and \( \delta \) leading digits of the divisor in \( D_0 \). After appropriately selecting the quotient digit \( q_{j+1} \) in step 2.1, we proceed to insert (in step 2.2) the newly arrived digit of the divisor into the current approximation \( D_{j+1} \) of the divisor. The new digit of the dividend \( n_{j+1} \) is simply placed in the appropriate place (i.e., with the weight \( r^{-j-6-1} \)).

The formation of the next partial remainder \( P_{j+1} \) is more complex than in conventional division, since we have to account for the newly-arriving digits of the operands. The last term on the right hand side of the formula for \( P_{j+1} \) accounts for the interaction of the new digit of the divisor with the previously emitted digits of the quotient.

The condition test \((j < m)\) of the while loop assures us that we will generate the quotient to \( m \)-digit precision. We note that it is possible to extend the above schema to handle the case where the dividend and divisor are available to \( m_1 \)-digit and \( m_2 \)-digit precision, respectively, and the quotient is generated to \( m_3 \)-digit precision.

3. Correctness Of The Schema

Now we proceed to prove the correctness of the schema OD. We will follow the notation as in [15]. First consider the termination aspect of correctness. Note that the while loop in the schema is executed a fixed (\( m \)) number of times. Thus if we can show that the function SELECT always terminates (as we will show in a subsequent section), then we can conclude that schema OD will always terminate.

Next consider the second aspect of the correctness of schema OD: whenever it terminates, it generates the quotient \( Q = \sum_{i=1}^{m} q_i r^{-i} \) which is an \( m \)-digit approximation to \( N/D \), where the divided is \( N = \sum_{i=1}^{m} n_i r^{-i} \) and the divisor is \( D = \sum_{i=1}^{m} d_i r^{-i} \).

Formally, the desired output assertion is

\[ A_1 : (Q = N/D - \alpha r^{-m}, 1/2 \leq \alpha \leq 1) \]

We desire to show that

true \{Schema OD\} \( A_1 \).

To achieve this desired result, let us define the loop assertion

\[ A_2 : \left\{ \frac{1}{2} q_{j+1} - r - \left[ \sum_{i=1}^{m} q_i r^{-i} - \left( \sum_{i=1}^{j} q_i r^{-i} \right) \left( \sum_{i=1}^{j} d_i r^{-i} \right) \right] \right\} \]

Lemma 1: true \((1) \) \( A_2 \wedge (j=0) \)

Proof: By substituting \( j=0 \) in the assertion \( A_2 \), we get, \( P_0 = \sum_{i=1}^{m} n_i r^{-i} \). But this coincides with the first assignment in Step 1.

Lemma 2: \( A_2 \wedge (1 < m) \) \[ \text{Step 2.1; Step 2.2; Step 2.3} \] \( A_2 \)

Proof: (follows by direct substitution of the recursions of Step 2.2 and simplification).

Now using lemma 2 and the rule of iteration from Hoare's paper [15], we can prove the following.

Lemma 3: \( A_2 \wedge (2) \) \( \forall (j < m) \wedge A_2 \).

From the rule of composition from Hoare's paper [15], and Lemma 1 and 3, we can prove

Lemma 4: \( \wedge (j < m) \wedge A_2 \).

In fact, upon termination of the schema, we have \((j = m) \wedge A_2\), or

\( \wedge A_2 \), or
\[ r_a = r^m \left( \sum_{i=1}^{n+1} \eta_i r_i^{-1} - \left( \sum_{i=1}^{n} \eta_i r_i^{-1} \right) \left( \sum_{i=1}^{n+1} \eta_i r_i^{-1} \right) \right) \]

If we assume that \( N \) and \( D \) are padded on the right with \( \delta \) zeros, then the above gives us:

\[ P_m = r^m [N - \delta D] \]

or

\[ Q = N/D - r^{-m}(P_m/D) \quad (3.2) \]

This will imply the output assertion \( A_1 \) provided that \( (P_m/D) \) can be bounded.

We therefore define the additional loop assertion \( A_2 \) to be:

\[ A_2: \{ \hat{P}_j \leq \alpha D \} \]

Following Robertson [2], we require that \( 1/256 \leq 1 \). Note that the value of \( \alpha \) is determined by the properties of the number system employed [2]. It is clear from the above discussion that the following lemma holds:

**Lemma 5:** \( A_2 \land A_3 \land (j=m) \supset A_1 \).

To complete the proof of correctness of schema OD, we need to prove the following two lemmas:

**Lemma 6:** \( \text{true} \) (Step 1) \( A_3 \land (j = 0) \).

**Lemma 7:** \( A_3 \land (j < m) \) (Step 2.1; Step 2.2; Step 2.3) \( A_3 \)

Lemma 6 can be satisfied if we assume that the range restriction implied by assertion \( A_3 \) is initially enforced by appropriately preshifting the dividend. Lemma 7 gives the input-output specifications for the selection function \( \text{SELECT} \) and will be satisfied in the course of deriving the selection function for our two examples of radix 4 on-line division. We can now prove the following theorem.

**Theorem 1:** Any interpretation of the schema OD results in a correct on-line division algorithm provided that a selection function is defined which satisfies the conditions of Lemma 7 and provided that the initial preshifting of the dividend is carried out so as to satisfy the condition of Lemma 6.

**Proof:** Using lemma 7 and the rule of iteration [15], we conclude that

\[ A_3 \text{ (Step 2) } \therefore (j < m) \land A_3. \]

Then from the above and lemma 6, we have

\[ \text{true (SCHEMA OD) } \neg (j < m) \land A_3, \]

by the rule of composition [15]. Combining this with lemma 4, we have

\[ \text{true (SCHEMA OD) } \neg (j < m) \land A_2 \land A_3. \]

In fact, upon termination of schema OD, we have

\[ (j = m) \land A_2 \land A_3. \]

Then from lemma 5 and the rule of consequence [15] we conclude that

\[ \text{true (SCHEMA OD) } A_1 \]

which was to be shown.

### 4. Radix 4 Division with Non-Redundant Operands

We give the division schema OD an interpretation as follows. Let \( r=4 \), and let \( q_j, d_j \in \{0,1,2,3\} \). Let \( q_j \in \{2,1,0,1,2\} \). The input assertion for the selection function is that the partial remainder \( P_j \) satisfies the range restriction specified by assertion \( A_3 \). It is necessary to derive a selection function which will produce the quotient digit \( d_{j+1} \in \{2,1,0,1,2\} \) such that the resulting \( P_{j+1} \) (after the execution of Step 2.2) also satisfies the range restriction of assertion \( A_3 \). Now if we can arrange for \( q_j \) to satisfy the assertion \( A_3 \) (by appropriately preshifting the dividend), then by induction, the assertion \( A_3 \) will be satisfied for all values of \( j \), \( 0 \leq j \leq m \).

This will then imply that \( |P_{m}/D| \leq \alpha \) which in turn implies that the algorithm derived from schema OD produces the quotient \( Q \) to \( m \)-digit precision.

Our approach to deriving a selection function satisfying the above properties parallels the standard reverse approach [2,14]. Assuming \( P_{j+1} \) must satisfy the assertion \( A_3 \), we obtain the corresponding range of \( P_j \) for each possible value of \( q_{j+1} \). This range of value of \( P_j \) is called the \( q_{j+1} \) selection region, and is conveniently represented on a so-called P-D plot [14]. The actual selection function is then derived from the P-D plot.

Unlike the case of a conventional division algorithm, deriving the \( q_{j+1} \) selection regions for on-line division is quite difficult if approached
directly due to the complexity of the recursion for \( P_{j+1} \). We follow an interesting indirect approach to this problem as in [1]. We assume that a simulation of a conventional division algorithm (derived from the following division schema CD) is being performed synchronously with the execution of the on-line division algorithm. This simulation does not actually occur; its only purpose is to ease the derivation of the selection function. Indeed, this simulation could not be performed in an on-line environment even if desired, since it requires that all of the digits of the two operands be available in advance.

We postulate that after a quotient digit is selected in Step 2.1, we execute Step 2.2 of the simulated conventional division algorithm. Assuming that the initial value of \( P_j \) (in the simulated algorithm) satisfies assertion \( A_3 \), we require that the resulting \( P_{j+1} \) also satisfy assertion \( A_3 \). We note that determining appropriate \( q_{j+1} \) selection regions for \( P_j \) is relatively easy [2]. Since \( P_j \) is not known, we derive a relation between \( P_j \) and \( P_{j+1} \) and then transform each \( q_{j+1} \) selection region of \( P_j \) into a \( q_{j+1} \) selection region for \( P_{j+1} \).

Therefore, we consider the conventional division schema, some of whose interpretations yield SRT division, restoring division, and non-restoring division.

**SCHEMA CD [Conventional Division]**

**Step 1 [Initialization]:** \( P_0 = N; j = 0 \);

**Step 2 [Loop]:** While \( j \leq m \) do

begin

**Step 2.1 [Selection]:** \( q_{j+1} = \text{SELECT}(r_{P_j}, D) \);

**Step 2.2 [Recursion]:** \( P_{j+1} = rP_j - q_{j+1}D \);

**Step 2.3 [Increment]:** \( j = j + 1 \)

end.

Using induction on \( j \), we derive the following loop invariant for the conventional division schema.

\[
P_j = r \left[ \sum_{i=1}^{2} \frac{x_i r^{-i}}{1 + \sum_{i=1}^{2} q_i r^{-i}} - \left( \sum_{i=1}^{2} q_i r^{-i} \right) \left( \sum_{i=1}^{2} q_i r^{-i} \right) \right]
\]  

(4.1)

From (3.1) and (4.1) we get

\[
P_j r_j = r \left[ \sum_{i=1}^{2} \frac{x_i r^{-i}}{1 + \sum_{i=1}^{2} q_i r^{-i}} - \left( \sum_{i=1}^{2} q_i r^{-i} \right) \left( \sum_{i=1}^{2} q_i r^{-i} \right) \right]
\]  

(4.2)

Since \( q_1, q_2 \in \{0,1,2,3\} \) and \( q_3 \in \{1,1,0,0,1,2\} \), we see that

\[
P_j r_j \leq r \left[ \sum_{i=1}^{2} \frac{x_i r^{-i}}{1 + \sum_{i=1}^{2} q_i r^{-i}} - \left( \sum_{i=1}^{2} q_i r^{-i} \right) \left( \sum_{i=1}^{2} q_i r^{-i} \right) \right]
\]  

(4.3)

and

\[
P_j r_j \leq r \left[ \sum_{i=1}^{2} \frac{x_i r^{-i}}{1 + \sum_{i=1}^{2} q_i r^{-i}} - \left( \sum_{i=1}^{2} q_i r^{-i} \right) \left( \sum_{i=1}^{2} q_i r^{-i} \right) \right]
\]  

(4.4)

Letting \( r = 3 \) in (4.3) we get

\[
P_j r_j \leq r \left[ \sum_{i=1}^{2} \frac{x_i r^{-i}}{1 + \sum_{i=1}^{2} q_i r^{-i}} - \left( \sum_{i=1}^{2} q_i r^{-i} \right) \left( \sum_{i=1}^{2} q_i r^{-i} \right) \right]
\]  

(4.5)

Now letting \( j = m \),

\[
P_j r_j \leq r^{m+1} \left[ \sum_{i=1}^{2} \frac{x_i r^{-i}}{1 + \sum_{i=1}^{2} q_i r^{-i}} - \left( \sum_{i=1}^{2} q_i r^{-i} \right) \left( \sum_{i=1}^{2} q_i r^{-i} \right) \right]
\]  

(4.6)

Subj ecting (4.4) to similar manipulation, we obtain

\[
P_j r_j > -\frac{\sqrt{3}}{3} r^{m+1}
\]  

(4.7)

Therefore,

\[
-\frac{\sqrt{3}}{3} r^{m+1} \leq P_j r_j \leq \frac{\sqrt{3}}{3} r^{m+1}
\]  

(4.8)

Therefore, the range restriction on \( P_j \) is:

\[
-\frac{2}{3} D + \frac{2}{3} r^{-6} \leq P_j \leq \frac{2}{3} D - \frac{5}{3} r^{-6}
\]  

(4.9)

From [2,14], the selection region for a quotient digit \( q_{j+1} = 1 \) for the conventional division schema is defined (in our example) as:

\[
-\left( \frac{2}{3} + 1 \right) D \leq rP_j \leq \left( \frac{2}{3} + 1 \right) D
\]  

(4.10)

Therefore, using (4.7), the selection region for \( rP_j \) is given by:

\[
-\frac{\sqrt{3}}{3} + 1 \frac{2}{3} r^{-6+1} \leq rP_j \leq \left( \frac{2}{3} + 1 \right) D - \frac{5}{3} r^{-6+1}
\]
Assume without loss of generality that $D > 0$, and that while the representation of $D$ is with respect to radix 4, the normalization of $D$ is with respect to radix 2. Clearly the minimum value of $D$ is 1/2. The $P-D$ plot of the selection regions is shown in Figure 1. Note how the adjacent selection regions overlap. This is due to the redundancy in the representation of $Q$, and is the reason why we can make correct choices for quotient digits based upon limited information about $D$ (which is arriving digit by digit).

In particular, we require overlap of selection regions over the entire permissible range of $D$, i.e., the interval $[1/2, 1]$. The overlap region for $q_{j+1} = 1$ is:

\[
-\frac{1}{2} < P_j \leq \frac{3}{32} \quad \text{and} \quad -\frac{3}{32} \leq P_j < \frac{5}{32}
\]

Clearly the worst case is at $D = 1/2$. To ensure overlap at $D = 1/2$, we have:

\[
\begin{align*}
&-\frac{1}{2} < P_j \leq \frac{3}{32} < \frac{1}{3} \quad \text{and} \quad -\frac{3}{32} < P_j < \frac{5}{32} < \frac{1}{3} \\
&4^{-j+1} < \frac{1}{3} \\
&4^{-j+1} < \frac{1}{6} \quad \text{or} \quad j \geq 3
\end{align*}
\]

A similar analysis holds for the overlap region for $q_{j+1} = 2$. The other cases are symmetric to these two cases.

The slanted lines of the selection regions mean that, in general, full precision comparisons of $P_j$ and $D$ will be required during quotient digit selection. For the sake of efficiency, we desire to replace these slanted lines with horizontal lines representing limited precision comparisons. Clearly in Figure 1 a single horizontal line is impossible, so we compromise with a series of steps in each selection region, as illustrated in Figure 2. Computing these steps is straightforward, and produces the following selection function.

\[
\begin{align*}
D & \leq \frac{5}{32} < 4P_j \leq \frac{5}{32} \\
D & \leq \frac{5}{32} < 4P_j \leq \frac{5}{32} \\
D & \leq \frac{5}{32} < 4P_j \leq \frac{5}{32}
\end{align*}
\]

Note that while $\delta = 3$, this is three radix 4 digits, and thus we have 6 bits to work with in the selection function comparisons.

To conclude this section, an example of radix 4 on-line division with non-redundant operands is given.

\[
\begin{align*}
N: & 0 3 1 2 0 0 2 2 3 1 2 3 0 0 2 2 \\
D: & 2 2 1 2 3 3 1 0 3 2 3 2 0 2 3 1
\end{align*}
\]
5. Radix 4 Division With Redundant Operands

Let the radix $r = 4$, and let

\[
N = \sum_{i=1}^{m} n_i r^{-i} \quad \text{(dividend)}
\]

\[
D = \sum_{i=1}^{m} d_i r^{-i} \quad \text{(divisor)}
\]

\[
Q = \sum_{i=1}^{m} q_i r^{-i} \quad \text{(quotient)}
\]

where $n_i$, $d_i$, and $q_i \in \{2, 1, 0, 1, 2\}$. Thus $\rho = 2$ and $K = (\rho/r - 1) = 2/3$ (the degree of redundancy).

From Robertson’s paper [2], we have the following bound on $P_j$ (for the conventional division schema).

\[
-\frac{2}{3} D \leq P_j \leq \frac{2}{3} D
\]

we also have equation (4.2)

\[
P_j = \left[ \frac{\sum_{i=j+1}^{m} n_i r^{-i}}{2^{i-j}} \right] \cdot \left( \frac{\sum_{i=j+1}^{m} q_i r^{-i}}{2^{i-j}} \right)
\]

Because of the fact that the quotient and operands are redundant, it is easier in this case to derive a bound on the quantity $P_j - \hat{P}_j$. Since $|n_i|, |d_j|$, and $|q_i| < 2$, it can be shown that

\[
\sum_{i=j+1}^{m} n_i r^{-i} \leq 2 \left[ \frac{r^{j+1} - 1}{r-1} \cdot \frac{r^{-i-j-1}}{1-r^{-1}} \right]
\]

\[
\sum_{i=j}^{m} q_i r^{-i} \leq 2 \left[ \frac{r^{-i} - 1}{1-r^{-1}} \cdot \frac{r^{-1}}{1-r^{-1}} \right]
\]

Hence

\[
|p_j\hat{p}_j| \leq 2 \left[ \frac{r^{j+1} - 1}{1-r} \right] \cdot \left( \frac{r^{-1} - 1}{1-r^{-1}} \right) \cdot \left( \frac{r^{j+1} - 1}{1-r} \right)
\]

which simplifies to

\[
|p_j\hat{p}_j| \leq \left( \frac{2}{3} + \frac{2}{9} \right) \cdot r^{-j+1}
\]

after substituting the value 4 for $r$.

Using (5.1) and (5.2), we derive the following range restrictions on $P_j$.

\[
-\frac{3}{4} D \leq P_j \leq \frac{3}{4} D
\]

Using (4.8) and (5.2), we derive the range for the selection region of quotient digit $q_{j+1} = 1$ in terms of $P_j$.

\[
-\frac{3}{4} D + \left( \frac{2}{3} + \frac{2}{9} \right) \cdot r^{-j+1} \leq P_j \leq \frac{3}{4} D + \left( \frac{2}{3} + \frac{2}{9} \right) \cdot r^{-j+1}
\]

Assume without loss of generality that $D > 0$. Also assume that $D$ is standardized as described in Atkin’s thesis [14]. This means that the first digit of $D$ is greater than 0. Clearly in our example the minimum value of $D$ is the following:

\[
D_{\text{min}} = \frac{1}{r} + \sum_{i=2}^{m} (-2)^{r^{-i}}
\]

\[
\geq \frac{1}{4} \cdot \sum_{i=1}^{\infty} 4^{-i} = \frac{1}{12}
\]

The $P$-D plot of the selection regions is shown in Figure 3. The fact that the quotient digits $q_i$ are redundant provides the overlap of adjacent selection regions, and we will exploit this fact to derive a selection function which allows us to make correct quotient digit selections based on limited information about $D$.

As in the previous section, we wish to compute steps inside each overlap region to serve as the basis for limited-precision comparisons in our
selection function. But where in the previous section it sufficed to ensure non-zero overlap at the minimum value of \(D\), an additional problem surfaces in this case.

Suppose in our limited precision comparisons in the selection function we use the \(S\) most significant digits of \(D\) and \(\bar{d}_j\). Since we wish to output the first quotient digit after the first \(\delta\) digits of \(D\) have arrived, clearly \(\delta \geq \delta\). The error \(\Delta d\) between the real value of \(D\) and the limited precision (\(S\)-digit) version of \(D\) (denoted \(D\)) which we use for comparison is

\[
|\Delta d| \leq \sum_{i=0}^{m} 2^{-i}
\]

since for \(i = 1, 2, \ldots, m, d_i \leq 2\). It can be easily shown that

\[
|\Delta d| \leq \frac{2}{3} r^{-\delta}
\]

A similar analysis shows that \(\Delta p\), the error between the real value of \(\bar{d}_j\) and the limited precision (\(S\)-digit) version of \(\bar{d}_j\) (denoted \(\bar{d}_j\)) used for comparison also has the form

\[
|\Delta p| \leq \frac{2}{3} r^{-\delta}
\]

Due to the errors \(\Delta d\) and \(\Delta p\), we see that for any value \(D_0\) of \(D\), the corresponding point on a step of the selection function really represents a height \(2\Delta p\) and width \(2\Delta d\) centered at this point, and this rectangle must lie completely within the overlap region to guarantee correct quotient digit selection (see Figure 4). With this criterion in mind, we can compute the proper value of \(\delta\) to ensure sufficient overlap.

Recall \(\delta = \delta + 1\) and \(K = 2/3\) is the degree of redundancy. Clearly the worst case occurs at the minimum value of \(D\), in this case \(1/12\). Trivedi [1] has shown that if \(\delta\) and \(\delta\) satisfy

\[
(2\delta + K^2) r^{-\delta_2} + K^{\delta_2} r^{-\delta_2} \leq (1-K) \left(1 - \frac{1}{r^2}\right)
\]

then sufficient overlap will result. From the above, it can easily be shown that \(\delta \geq 4\), and hence \(\delta \geq 5\). Now we can compute our selection steps, as depicted in Figure 5. These steps define the selection function below.

\[
D \quad \bar{d}_j \quad \bar{d}_{j+1}
\]

\[
\frac{32}{312} \leq D \leq \frac{33}{312} \quad \frac{22}{312} \leq \bar{d}_j \leq \frac{24}{312} \quad 0
\]

\[
\frac{33}{312} \leq D \leq \frac{34}{312} \quad \frac{23}{312} \leq \bar{d}_j \leq \frac{25}{312} \quad 1
\]

\[
\frac{34}{312} \leq D \leq \frac{35}{312} \quad \frac{24}{312} \leq \bar{d}_j \leq \frac{26}{312} \quad 2
\]

\[
\frac{35}{312} \leq D \leq \frac{36}{312} \quad \frac{25}{312} \leq \bar{d}_j \leq \frac{27}{312} \quad 3
\]

\[
\frac{36}{312} \leq D \leq \frac{37}{312} \quad \frac{26}{312} \leq \bar{d}_j \leq \frac{28}{312} \quad 4
\]

\[
\frac{37}{312} \leq D \leq \frac{38}{312} \quad \frac{27}{312} \leq \bar{d}_j \leq \frac{29}{312} \quad 5
\]

\[
\frac{38}{312} \leq D \leq \frac{39}{312} \quad \frac{28}{312} \leq \bar{d}_j \leq \frac{30}{312} \quad 6
\]

\[
\frac{39}{312} \leq D \leq \frac{40}{312} \quad \frac{29}{312} \leq \bar{d}_j \leq \frac{31}{312} \quad 7
\]

\[
\frac{40}{312} \leq D \leq \frac{41}{312} \quad \frac{30}{312} \leq \bar{d}_j \leq \frac{32}{312} \quad 8
\]

\[
\frac{41}{312} \leq D \leq \frac{42}{312} \quad \frac{31}{312} \leq \bar{d}_j \leq \frac{33}{312} \quad 9
\]
6. Conclusions

We have presented two algorithms for radix 4 on-line division, along with a proof of their correctness. The second algorithm (radix 4 on-line division with redundant operands) is of particular interest because it possesses two advantages. First, it has the property of closure, that is, both the operands and the quotient have redundant representation. Any machine implementing such a division algorithm could be based entirely on redundant representation of numbers, and costly conversion from redundant to non-redundant format could be avoided (except, of course, before an output operation). Secondly, the redundancy of the dividend, divisor, and quotient digits means that the partial remainders $R_j$ are also redundant. This means that the basic recursions of Step 2.2 of the algorithm can be computed using carry-free addition. On the other hand, the selection function for this algorithm is more complex than either the first algorithm (radix 4 on-line division with non-redundant operands) or the algorithm for binary on-line division with non-redundant operands [1].

Topics which remain to be investigated in this area include (a) comparison of the performance of on-line division versus conventional division algorithms, (b) the development of on-line algorithms to compute the trigonometric, nth root, nth power, log and exponential functions, and (c) the study of new arithmetic unit architectures to exploit such on-line algorithms.
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Figure 5: Computing selection steps for radix 4 on-line division with redundant operands