MULTI-OPERAND ADDITION WITH CONDITIONAL SUM LOGIC

Kemal Efe

Department of Computer Studies, the University of Leeds,

ABSTRACT

Column-wise addition schemes involve counting the number of 1's in a column and representing this number in binary weighted form. In Conditional Sum Logic (CSL) partial results are first generated for every column, then one of these results is selected depending on the incoming carry value. A compact scheme for counting the number of 1's and generating partial results for all possible distributions of incoming carries is introduced. Application of such counters to CSL yields a high speed in multi-operand addition.

INTRODUCTION

Sklansky [1] proposed a fast method to find the sum of two operands in two's complement representation. With the philosophy that the higher the parallelism the faster the operation, he produced partial sums for each column simultaneously.

This system is based on the determination of the sums and output carries for a column that can arise from all possible distributions of input carries. That is, one of these output values is selected by a multiplexer dependent on the actual carry value that is received. Due to conditional selection of the outputs, the method is called "Conditional Sum Logic" (CSL). For the addition of two n-bit binary numbers there are only two possibilities for carries coming into a column. They can be either "0" or "1". Two sum-carry pairs are generated to correspond to these incoming carries. Then one of the outputs is selected depending on the carry received by this column. If n=2 then only one multiplexing level is needed. For n>2 nested multiplexing is necessary in order to include the effect of intermediate carries. The number of multiplexer levels is calculated as \( \log_2 n \).

This method can be applied to multi-operand addition by generating sum-carry pairs for each possible value of carries that can be received by a column. If there are m operands, then m different sum-carry pairs must be generated to correspond to incoming carry values of 0, 1, 2, ..., m-1. Then a similar selection mechanism to that used in two operand addition may be employed. Fig. 1 shows the working of CSL for m=4 and n=4.

```
  1 1 0 1  = 13
  1 0 1 0  = 10
  1 1 0 0  = 12
  1 1 1 0  = 13
  0 1 0 1  S > C_in = 0
  2 1 0 1  C
  1 0 0 1  S > C_in = 1
  2 2 1 1  C
  0 1 1 0  S > C_in = 2
  3 2 1 2  C
  1 0 0 1  S > C_in = 3
  3 3 2 2  C

Fig. 1 4x4 Array Addition with CSL.
```

Implementation of this method for multiple operand addition involves counting the number of 1's in a column, then generating multiple sum-carry pairs. One way of generating partial results corresponding to all possible distributions of input carries may be by employing a separate counter to generate every sum-carry pair in the output distribution. For addition of an
m-bit by n-bit array \( m \times n \) counters will be required to generate all possible output distributions of \( n \) columns; this is highly expensive, if not impractical even with todays VLSI technology. However if we could reduce the price down to the range of other known schemes, this method would be preferrable for the sake of speed.

In this paper, a compact scheme is proposed for producing partial results. The problem of counting the number of 1's at each column has been studied previously [2-6]. Dadda [4] has given a general theory of counters and gave examples with \( (7,3) \) (i.e. 7 input, 3 output bits) and \( (3,2) \) counters. This idea was extended to the design of general \( (2^q-1,q) \) counters using \( q \) threshold gates by Irving T. Ho and Tien Chi Chen [5]. The following section of this paper summarizes the threshold gate logic and extends this scheme to produce partial sums. A counter scheme with multiple output vector is introduced. In the later sections, application of this scheme to multiple operand addition is discussed.

COLUMN-WISE COUNTING

The column-wise counting circuits accept an input vector in which the placement of 1's is not important. The output represents, in binary weighted form, the number of 1's in the input vector. Therefore if there are \( m \) bits in the input vector, then the number of bits in the output vector will be \( \lceil \log_2 m \rceil \).

A threshold function, \( r \), can be adapted to represent the input-output transition of a counter as follows:

\[
\begin{align*}
  r &= \{(p, q) \mid M \} \\
  \text{(Where} \ M &= \text{total number of 1's in the input vector).}
\end{align*}
\]

(1)

This means that:

\[
\begin{align*}
  r &= 1 \quad \text{if} \quad M \text{ mod } q \geq p \\
  &= 0 \quad \text{otherwise}.
\end{align*}
\]

If \( q = 2p \), this function generates normal binary vectors corresponding to \( M \). For example, if \( M=6 \), then:

\[
\begin{align*}
  r_0 &= (1,2|6) = 0 \\
  r_1 &= (2,4|6) = 1 \\
  r_2 &= (4,8|6) = 1
\end{align*}
\]

Thus the binary representation of 6 is easily found as 110.

Ho and Chen proposed a logical circuit which produces an output vector from the input vector whose outputs are calculated by threshold functions. Fig.2.a is an example circuit for a \( (3,2) \) counter. This circuit can also be used, with a small modification, to generate outputs for all possible distributions of incoming carries. In Fig.2.b it is shown how this modification is made. In this circuit, the three outputs \( O_0, O_1 \) and \( O_2 \) correspond to incoming carry values of 0, 1 and 2 respectively. The \( O_0 \) output is calculated by the threshold function (1) above. The \( O_1 \) output is calculated as:

\[
\begin{align*}
  r_0 &= (1,2|M+1) \\
  r_1 &= (2,4|M+1) \\
  r_2 &= (4,8|M+1)
\end{align*}
\]

and the \( O_2 \) output:

\[
\begin{align*}
  r_0 &= (1,2|M+2) \\
  r_1 &= (2,4|M+2) \\
  r_2 &= (4,8|M+2) \text{ where } M \geq 3.
\end{align*}
\]

In the most general case the \( O_j \) output vector of a counter is calculated as:

\[
\begin{align*}
  r_j &= (2^i, 2x2^i | M+j) \\
  \text{where } i &= 0..q-1 \quad \text{and} \quad j = 0..p-1.
\end{align*}
\]

Following the notation in [5] such a chip can be represented as a \( (p,q') \) chip, where \( q' = px(q+1) - 1 \) and:

\[
\begin{align*}
  q &= \text{number of bits in the } O_0 \text{ output vector,} \\
  p &= \text{number of bits in the input vector such that } p = 2^q - 1.
\end{align*}
\]

A \( (p,q') \) chip will have a delay of three logic levels. A \( (7,27) \) chip can be implemented in MSI technology.

ADDITION WITH MULTIPLE OUTPUT COUNTERS

The principle of multiple operand addition using \( (p,q') \) chips is not different from two operand addition which uses Half Adders. In Fig.3.a an example is given for addition of a 3x4 array. This scheme finds the sum of three rows as indicated in Fig. 3.b.

The scheme in Fig. 3.a employs two different types of AND-OR circuits: counters and multiplexers. Although the former are generally slower than the latter, they are, however inevitable in today's best known schemes. Once the partial results are generated, an \( m \times n \) array can be summed in \( \lceil \log_2 n \rceil \) multiplexer levels. The delay of an \( m \times n \) array adder is:
Fig. 2: Counters a) With single output vector, b) With multiple output vector.

Fig. 3: 3x4 array adder using multiple output counters.
\[ t_o = t_c + [\log_2 n] \times t_m \]  

(2)

where \( t_c \) : counter delay  
\( n \): number of bits in a row  
\( t_m \): delay of one multiplexer level.  

Once an \( m \times n \) adder is implemented as a basic building block, a \( k \times n \) array (\( k \geq m \)) can be summed in

\[ N_s = [\log_m k] \]  

(3)

stages.

In the most general case the total delay for addition of a \( k \times n \) array by using \( m \times n \) basic adders is:

\[ T = [t_c \times ([\log_2 n] + 1)] \times [\log_m k] \]  

(4)

Here the number of multiplexer levels is incremented by one in order to include the effect of additional columns obtained in the later stages of addition process.

It can be seen from (2) that \( t_o \) is not affected by \( m \). Therefore, in order to maximize the speed \( m \) must be chosen to be as large as technology permits. Note from (3) that \( N_s = 1 \) as \( m = k \). This means that if \( m = k \) then \( k \)-operand addition can be made as fast as \( 2 \)-operand addition in CSL.

**SIMULATION RESULTS OF SPEED ESTIMATIONS**

The speed of the scheme introduced here depends on the choice of \( m \). It is possible to implement an \( 8 \times 8 \) array adder on a single chip with \( m = k \) in today’s technology. For larger arrays it may be necessary to divide the array into smaller blocks.

An 8-bit by 8-bit multiplication scheme was implemented in NMOS technology, using 4x8 and 3x16 adder blocks [7]. Reduction steps were as in Fig. 4. A simulation program, written in SPICE, has shown that this multiplication could be done in less than 50 ns.

Analytically, the time needed for generating the result of 8-bit by 8-bit multiplication is \( t_8 + t_{16} \), where:

\[ t_8 = t_c + t_m \times (\log_2 8) = t_c + 3 \times t_m \]

\[ t_{16} = t_c + t_m \times (\log_2 16) = t_c + 4 \times t_m \]

Multiple output counters were implemented with 13 ns delay [7]. Assuming \( t_m = 3 \) ns delay at each multiplexer level (when implemented on the same chip as the counters), the total delay will be 47 ns.

---

**DISCUSSION**

A comparison between the other methods and the method presented in this paper may be made from two different aspects:

a. The choice of the strategy for exploiting parallelism,  
b. The choice of the parallel counters for generating partial results.

The conditional Sum Addition technique maximizes parallelism and this parallelism is not obstructed by any carry propagation in the classical sense. The only delay incurred after generation of the partial results is in the selection the correct outputs among the partial results. Most of the selection here is done in parallel. Extension of this method to multiple operand addition is straightforward and requires no modification. In the literature carry save addition techniques were used in order to exploit parallelism [11]. In this method the parallelism is maximized in the early stages. However the final stage of the addition process, which is the stage when the “saved” carries are taken into consideration, requires carry propogation. This carry propagation may reduce the speed down to an intolerable level as stated in an earlier study [12]. It is felt that a suitable combination of the two systems could yield an interesting scheme. The feasibility of such a technique is now under investigation.

A number of parallel counter schemes were proposed in the literature [3-6]. In general, it is possible to modify any parallel counter scheme to generate the multiple output vector needed in Conditional Sum Logic. All one needs to do for this is to design a logic array which generates the multiple output vector from the basic \( C_{in} = 0 \).
output which is generated by the counter. Such an extension was found to be most natural in Ho and Chen's parallel counters. Therefore the counters used in this paper were derived from these counters.

Implementation of the method presented is not limited to the way described. The multiplexer network could be implemented by a PLA. ROM table look-up techniques could be utilized for counter design. It is not, however, the primary interest of this paper to investigate such considerations in detail.

CONCLUSION

Using the Conditional Sum Logic, a scheme for multiple operand addition is introduced. For generating the partial results, a modified version of \((2^q - 1, q)\) counters are used.

A comparison among some schemes has been given in \([5, 8, 9, 10]\). The scheme introduced in this paper maximizes parallelism and therefore yields a higher speed in comparison with the other schemes.

The cost is comparable to the other known schemes. The counters are implemented by only a small modification of the schemes in \([5]\).
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