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ABSTRACT

A necessary and sufficient condition
for sign detection in Non-Redundant Residue
Number System by reducing the information
of a residue digit has been obtained. The
function to reduce the informaticn of a
residue digit xp corresponding to a modulus

m_ has been assumned to be periodic with the

P A \

period length m_, where m = M/m and
n p P P

M= T m, A sequential method for dete~
i=1

mining the sign of
demonstrate the
thus proved.

a number is shown to
applicability of the resukls

INTRODUCTION

Sign detection is one of those func-
tions which has nullified the advantages
of residue arithmetic over conventional
positional arithmetice Numerous attempts
have been made to reduce the time taken by
this process. It was in sequal to these
efforts that the possibility of reducing
the information provided by the residue
digits was considered. Such a reduction
can be done in two ways - one by considerw
ing fewer digits than those in the residue
Tepresentation of the number and the other.,
by reducing the information of a digit. It
has been established by Szabo and Tanaka[l]
that it is impossible to adopt the first
strategy. However, for the second case,it
has been proved in his coding theorem that
all the information from a residue digit
must be used in any sign determination pro-
cesss provided the modulus mp is smaller

n

than M, where, M = In the corole

T m,e
i=p *
lary to this theorem., it is proved that thre
sign detection is impossible if the pth re-

A
sidue digit is coded into less than m
A
states., where, my = M/mp- This yields a

positive resulte
ible to reduce the
due digit but only

It shows that it is poOss-
information from a resi-
within a certain limite
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In this paper, we have used a periodic fun-

ction with period length %p to reduce the

information of the residue digit x_ and

have okttained necessary and sufficient con-

ditions under which sign function is deter-

mined. Application of this theorem is shown
by a sequential method for determining the

sign of a number.

RESIDUE CODE
Consider an ordered set of n positive
integers (ml»mzl---,mn) such thatxmizz for

any i, 1 €41 <
each othere.

n are relatively prime to
These mi's are called moduli

and the corresponding ordered n-tuple

(xl,x2,o..,xn) of least non-negative resgi—

dues of a number X with respect to the mo-
duli is called the residue representation
of X. Such a representation of numbers
forms the Residue Number System (RNS).Since
all moduli are relativgly prime., each

X € [OUM)J where M = 7 m.s is
i=1

represented in the RNS. We denote the residue

representation of a number X with respect

to the moduli ml:m2,...,m as

uniquely

n

X > (XllX2l--~oxn) ’

where x, = IXI ¢ 1 = 1s2seeesne
i m,

1

REDUCTION OF INFORMATION

We shall first prove three lemmas on
the basis of which the necessary and suffi-
cient conditions shall be derived. Let Ll

and L2 be the end points of two sectors A

and B in the residue ring of M numbers.
Sector A is traversed when proceeding from
L2 in the sense of increasing numbers and

B is the remaining sector (Fige1l)« Assume

that L2 belongs to A and L, belongs to B.
Let my be any modulus such that ﬂép <m_.

b
where B > 2.




Fig.1l: Partitioning of the residue ring M

0 Sense of increasing

[ numbers
Y

M/ 2

Since we intend to reduce the information
th

of p

a function g(xp) such that it may take on

A
residue digit to mp states.construct

% values and is periodic with periocd len-
A
gth mp- Now consider a function f as
f(XlIXZI--w * X
It is a function of all X 1 # p and of

g(xp)cx lo-.an) -

p-1’ p+1

g(xp) which maps all residue representations

of the elements in A into one set of points
and residue representation of the elements
in B into a disjoint set of pointse.Then the
function £ will be the desired sign function-
Now:, with this definition of g and f we

‘prove the following three lemmas and a

theorems.

Lemma 1: There exists two points X and Y.
0 €£X»Y <M such that £f(%) = £(Y)and Xed,

Y gB if ILl”Lz‘M <1np or |L2—L17M<1np holds.

Proof: Let 4 = lLl- L2|M <mp-
There will be two cases:
A
Case 1: lelm = mp .
P A
Choose X = L2 and Y = L2 - mp-
Clearly X €A and Y ¢€Be
B T R PO S R P
Y = |L,_=m = | Xe m ¢
Mo 2 PMy Pty
=lxl o -m |l =ixl_ - f.
. mp e} mp mp v
51nce] ] l | n
L = X 2 m .
2 mp mp D
Then A
c.;(lYlmp>== g(Ilep -my) = g(lXImp> ‘
Also A
|Y|$ = |X-mp|$ = |xfa .
o P

Therefore,

£(1xla o gtlxl 1) = £Clvla sotivl_ 0)s
p b P P

and hence f(X) = £(Y).

Case 2: ILZImp < SH_:) -
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A
For d ¢ mp, chcose X = L2 and Y = X+ ﬁp ’

then X and Y lie in different sectorse.
Now.

YIm = |X+£plm
| P
e B R P
p P T P
A )
since fm_ < My - g3 2.
Therefore,
A
g(iY )= gl x| +m = g(|x e
n my *p) = thxly
Also |Y|A = |X + % IA = |X|A .
Mo Py Mo
Hence £(X) = £(Y).

A
If L .
d > mp and |J2!m0 # 0
Then choose Y = Lz—i and X= Y + ﬁp-
Again X € A and Y € B.

L = el = (o
R = |L -1 =l | -1l =lo.| -1
.mp 2 mp 2 mp mp 2 mp ‘
since |i.] < AR
Also., 2 mp mp
el = dvem | =y +8&)
M P mp my e img
= lYIm + m ’
b P
since fY' + % = IL l - 1 + m <m_«
Hence, m p 2 mp mp P
A
gtlxl ) = gtlvl, +m ) = olv] ).
p P Mp
Further, A
lxlﬁp = |v+ mp|{;‘p = lYlap .
and consequently £(X) = £(Y).
If ILZIm =0 and 4 < Bﬁp; then choose X=I,

P
and Y = X+ Ph_. Clearly X € A and Y € B.
Also p

< _ A
g(|1|mp) = g(lx + Bmplmp),
= g(lX|m + ﬁﬁp) = g(|X|rn Ve
p

And IYlﬂ = leA + therefore f(X) = f(g).

D Mo

A

If |L2|m =0 and d > g .

P A
Choose Y = Ll and X = Ll - mp-

]
]

Now |X| IY—Q | fY] - - ¢ since
m p'm m_~ M

| I P A b P

Y m > mp-

Therefore, g(lem ) = g(IYIm ).
Also |X|% = lYlﬁ and hence the sign fun-

ction is equal.

So, we conclude that if either of two cone
ditions holds. there exists atleast two
numbers X and Y, O €X, Y <M such that

2




X €As Y €B and f(X) = £(Y). In other-
h

words.information of pt digit cannot be
reduced to states if either of the foll-

owing holdse.
ILl - L2|M < m .
IL2 - Lyl < m, .

Lemma 2: There exists atleast two numbers
X and Y such that X €A, Y €B and f(X)=
£f(y) if L2 # am s a 2 0.

= am_ + t.,

Proof:
e P

Assume L2 a 20,15t <mp-
There are two cases:
< t <mpl

Choose X = Lzée (Xl'xz'°"'t""'xn)'

Case 1: m
ase H m
Lase 1 b

where xi = Iam + tlm v 1 = 1/2/00eens

p i
A
and Y = X—mp(—)(hllleo..;t-mp:-..- lxn).

Clearly X € A and Y € B.
Now.,

. A A
syl 0= gtlx- Al ) = ge- m)e
P b
= glt) = g(lx|_ ).
A P
Also IYI% = IX— mplﬁ = IXIﬁ ’
& b p
therefore,
£(X) = £(Y).
Case 2: 0< t < Apo
Choose Y = amp + re r <t, and X = Y + $p~
Here X € A and Y €B.
A
gtlxl ) = gllvs A | =gyl + & | ),
Mo Py Mp  Pimy
A . A
=g(lr + mplmp)~ glr+ mp),
since r + i < zﬂp < me
Then g(lxlm ) = g(r) = g(lYlm e

p
Further;lxlﬁ

IYI& and consequently,

P P
£(X) = £(Y).

Lemma 3: There exists two points X and Y

such that X €A, Y €B ang BH(X) = £(Y) if
Ll_LZIM # g mpo q = le

Proof: Assume that IL - L.| =g m_ + he

¢ 1 2'M
0 <nh < mp-Two cases ariss, b
Case 1: L2 is a multiple of leees

A

L2 =g mp for some s+ s » 0. If Sh(r:pr

then choose Y = s mp+ q mp+ h and X=Y- mpm
Here X € A and Y € B.
Now.

Ivlg = Ixlp -

P P

Therefore, £(X) = £(Y)e
If 1 h then choose X = + +he

€£h < Tp' c s smp qmp 1
and Y = X+ mp- Clearly X €A and Y €Bssince
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length of each interval is greater
In this case also £#(X) = £(y).
Case 2: If L, # multiple of .
Proof of this case is exactly same as that
of lemma 2.
Theorem:

There does not exist

than mp-

any pair of points

S X, Y <M such that X €A, Y €8 and f(X)=f(y
gf\aﬁd 6gly E% the following conditiogs) ()
hold truee.

1. L2 = multiple of mp

2. lLl_LZIM =tm t >1.
Proof:
In order to prove the sufficiency of

wWe assume that the
(2) are true and then
we show that there does not exist any pair
of numbers O <X,Y <M such that X eA,Y e B
and £(X)= £(Y).

Let X = L2 + u, u < tmp-

Then X ¢ Ae. and Xf+(xl:x2,--,]u|

the above conditions,
conditions (1) and

.o X
’ . n)l

where
Xi = |LZ+ ulmi:i = 1l42secesne
Choose Y = X+ tl ﬁp for all those tl such
that v € B-Then'YLg(xlo---:lu+tlﬂp| reerx )
Now,
A A
g(lYlmp)= g(|u+tlmplm )=g(u+tlmp- t2mp>,

A
for some 0 < t2 < m -

g(lempJ = g(lulm ) = g(u—t3 mp),

P
for some O <§t3 < ﬁpoIf g(Ile )=g(lY|m Ve

= A b . D
then g(u-t3mp)— g:u+ tlmp t2 mp)

A
=?u—t3mp =u + tlmp - t2mp + t4mp «for
for some integer tye
or.

A
(t2—t3)mp = (g + t4)mp .

Now t2 # t3 due to the conditions (1) ana
A A
(2) and(tz—tg) < "b. Hence (tz-t3)mp—(tl+t4)mp
does not hold
prime. 4
Therefore, g(*X'm ) # g(lY1m ) and conseq- i

uently £(X) # f(Yf for X ea pand Y €B.
Necessity of condition (1): Assume that(1)
does not hold i.e.. L2 # multiple of M.

numbers

since mp and Qp are relatively

there exists two
O € X, Y <M such that X € A, Y € B ang
f(X) = £(Y). This contradicts the fact that
there does not exist any numbers X and Y

Then by lemma 2.

Necessity of condition (2): Assume on cont—
trary that ILl'Lle # multiple of m,+ Then
two cases arise:s

Case 1: 'Ll- LZIM< M.

Then lemma 1 cone

tradicts the assumptione
Case 2: lLl- L2|M > mp- Then lemma 3




e

proves the existence of atleast one pair this classe. The_next larger mgmbers are.
of numbers 0<€ X, Y<M such that X €A:Y§ B say YQ,YQ,_,,,YW, where m = T m.s The
and f(X) = £{Y), hence again a contradic- 33 ] 1=j+1
tion to the assumption. Hence the theorem. sign of any member of this class mav be de-
Remark l: For B = 1, the number X has a termined in the following way.
unigque representation if A y; < cﬁ % is non-negative iff
m - m AIXI € m_ . 12”'Xj
P P My D
n *
Remark 2: If we consider condition (2)as if t < r- ™ mi/mnT
-5 - i i i=j+1
Ll 12 M °F |L2 Ll!M is not a multiple of an
mp then the sign function can be defined or if t = f-w mi/z—] + lethen if
by introducing some check.say if sign func- i=j+1 ,
tion for two numbers lying in the different (Xlrle----'xj) 1s non~-negatives.

sectors is equal,than X € A only if
|X| < IL | . As said earliers there will be decoding
my 1 my nets up to unit ge In the (g+l) unit the

residue digits 1 through (g+l) of X are

In the next sections we present a se- known and thus X can be identified as a mem=
quential method to detect the sign of a ber of the class cx . . The lowest
number which is used to demonstrate the S R R |
applicability of the result provedaabovee member of this class may be obtained by

It is based on the sequential method pro-

. ) q ,
posed by Szabo and Tanaka (1) table look-up having ‘7 m; entries. say

i=1
it is y;+l- Let p be the serial number of
the location of (xl'x

SEQUENTIAL SIGN DETERMINATION

ces )i
Let my+m,s-+»m  be n mutually prime 2! tXger’ 0 the above

s . Th .
moduli and X&—;(xl'le...:xn) be a number ta?kel The ?q;l)wunit thenltfanTmlts
whose sign is to be determined. Assume Iyq+l m +2' Yo+l mq+3"'°' Yo+l m to the
that X is non-negative in the range [0,M/2) E
and negative in the range fM/2.M), so that (g+2) unit. 1In this unit. next larger mem~
this assumption satisfies the condition berslof the class are obtained by adding
. + :
|L1-L2|M;>mpy where mp is that modulus | le milm. to lyq+l|m. e = g+2s q+3seeein-
hose information is to be reduced tc have - J J
/ mp output statese. It is sufficient to find out only first
{ First define a number g to be the lar- mq+o members of this class: since we want

gest number which satisfies the relation- to choose the smallest member such that the

q VF- residue digit corresponding to modulus mq+2
shi T M. b !
p i=1 mi< SO by coding theorem. the is equal to x +» Let this member be denoted

q+2
set of moduli (mlcm

o...,mq) can be regard- by quzl for some t

2

ed as a composite modulus and hence up to £ a+l

unit g+ every unit must contain a decoding Writ X _ g+l

nets Next form a composite modulus of size rive Yq+2 - yqbl
‘ S : y
i m_= T m for < <€ n=1l, t . .
: Py if some s;q+l < s < n-ls the Likewise proceeding we can find
: unit s will have ﬁ = 7 m., output states CX CX

i=s+1 X X, 00X ‘ XyKyee e +4$"" X)X e ex -
according to the theorem proved in this paper. : 2t a+3 q n
n-1
Denote the class of numbers which have Let y_ _,~ be the smallest member of the
the first j residue digits S RECYERERE® to X
] J class C for some t which has
be the same as that of number X bX R R SR | n-1
3 tr s . .
. % x.° This class contains igj+1 my n"" residue digit equal to X, Finally per=-
1% * 2%y = .

! “ foi t follo ’ -
; members and includes non~negative as well orm the fo wing procedure
; as negative rnumberss These members may be Step 1: Set j €-n-1.
| generated in numerical order by successively Step 23 If tj < ﬂﬁj+1/§] then X is non~neg-
: adding JIomy to the smallest non-negative ative else if mj+l is even then X is negative

and stope If m 1 is not an even modulus and
number of the class until M is exceeded.Let I+

y§ be the smallest non-negative member of * rf] denotes ceiling of I,i.e.,smallest integergl
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tj = ﬂ%j+l/éT + 1 then go to next step else
X is negative. Stopes
Step 3: Set jémmj-le. If J > g+l then go to

+1 .
step 2 else if p ¢ r-?ﬂl mi/2_1 then X is
i=
non-negative else negativee. Stop.

The following example has been conside
ered which makes use of the sequential me-
thod suggested above.

Example: Determine the sign of a number
X€2(10+4,1,1) in the Non-redundant Residue

Number System of moduli my = 11, m2 = T,
m3 = 5 and My = 3e .
Solution: Find M = w m, = 1155 and

i=1 )
M = 33.985. Here g = 1, since mlnb > JMe

Therefores, unit 1 has a decoding net i.e.,
it must transmit the total amount of info-
rmation received. In unit 2+ the informa-
tion from unit 1 and the second residue
digit are received. This information con-
sists of my m2 states. However,since

mym, > VM: theorem says that it is suffi-
cient to transmit the last two residue
digits of the smallest number of the class

X

CX % ° This can ke found by the table 1.

wh}c% has mlm2 entries. This table would
be of the form

TABLE 1
‘Sa First 2 residue Last 2 residue
“ldigits of x digits of X

Xy B Xq Xy

0 e} 0 0 0
1 1 1 1 1
2 2 2 2 2
32 10 4 2 2
76 10 6 1 1

Hence the smallest number of the class

X . 1, 1 :
Cxlxz is any Y, isee, Yy, > (292).

Here p., the serial number of location of
y% in Table 1 is 33.

Next numbers afe genefa

ed by adding
successively mym, to |yl] ]

t
m, % m,’ J = 3.4.

We get. B 3
yg')(4ll)l Y;"(llo,)lyg hd (3,2)and y;)')(Oll)i

3

Here ¥, *>(1,0) is such that fyg =1= x

[, == %y
and G, = 3« Write yi as yg with the last

residue digit onlye

73> (00 ¥32 (1) ana v¥ » (2).

Here yg 1s such that |y§| =1 = x4)

My
and a4 = Qe
3

Next we proceedaaccording to the procedure.
Set j = 4.1 = 3.

Ag ay =2 = ﬂ%4 /E] + 1, step 3 will be
prerformed.

Set J = 3-1 = 2+ Now 2 5> g+l = 2,

check p = 32 < [ 77/27].

Since it is so. the number X is positives
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