SOME OPTIMAL SCHEMES FOR ALU IMPLEMENTATION IN VLSI TECHNOLOGY

Vojin G. Oklobdzija and Earl R. Barnes

IBM T.J. Watson Research Center
P.O. Box 218
Yorktown Heights, NY 10598

ABSTRACT

An efficient scheme for carry propagation in an ALU implemented in n-MOS technology is presented. An algorithm that determines the optimum division of the carry chain of a parallel adder for various data path sizes is developed. This yields an implementation of a fast ALU which due to its regular structure occupies a modest amount of silicon. The speed of the implementation described is comparable to the carry look-ahead scheme. Our method is based on the optimization of the carry path implemented in n-MOS technology but the results can be applied to other technologies.

1. INTRODUCTION

An efficient implementation of an ALU in VLSI technology depends on many parameters. We consider an efficient implementation to be one which is fast, of a small and regular area, and low power. In many VLSI designs achieving the ultimate speed is not always important even if this is achieved by consuming excessive area and power. Therefore Carry-Lookahead (CLA) scheme is not very attractive for VLSI implementations where area, regularity of structure and power are important. Also the determining factor, in case of an ALU, is whether it is part of a critical path or not.

In this paper we considered Carry-Skip (CSA) scheme [1],[2],[3],[4] because it met our objective of reasonable performance achieved with a relatively small and regular area. This adder is in essence a Carry Lookahead for which the carry-generate portion which consumes an large amount of logic, has been eliminated. As in a Carry Lookahead adder the bits to be added are divided into groups. A circuit is provided for detecting when a carry signal entering a group will ripple through the group.

When this condition is detected, the carry is allowed to skip over the group. Carry-Skip Adder (CSA) does not require excessive amount of logic (area) and the "skip" portion of the logic can be added to the existing carry chain of Ripple-Carry Adder (RCA), therefore not disturbing the inherently regular bit-slice implementation of an RCA (Fig.1).

The power requirements of a CSA are considerably lower than that of a CLA-ALU. In this paper we show how the carry chain in a CSA can be optimized to yield better speed which in the case of a multi-level optimized CSA-ALU can even outperform the speed of a CLA divided into the groups of constant size.

Lehman and Burla [3] studied a design of a CSA and suggested varying the size of the groups. By varying the sizes of the groups one can influence the maximum delay a carry signal can experience in propagating through the adder. Lehman and Burla [3] posed the problem of determining the optimal group sizes for minimizing the maximum delay [9]. They gave a heuristic method for obtaining economical group sizes. However, they did not solve the problem of determining optimal group sizes. For example, for a 48 bit adder they gave the group sizes 4 5 6 7 8 9 7 6 5 4 yielding the maximum delay of 14 [3]. We show that, under the same assumptions an optimal subdivision results in a delay of 12.

They also discussed the problem of achieving even faster addition by allowing carry signals to skip over blocks of groups. The problem of optimizing the carry chain is now complicated by having to choose both the optimal number of blocks and the optimal sizes of groups within blocks. Some rules for choosing economical block and group sizes are given [3]. However, the problem of determining the optimal sizes remains unsolved.

In this paper we consider the problem of designing a carry-skip adder in FET technology and give some optimal solutions. Actually, our solutions are more general in that we generally assume

![Fig.1. Carry-Skip Adder](image-url)
that the time required for a carry signal to skip over a group of bits is longer than the time required for the carry to ripple through a single bit. This assumption is relevant for adders designed in n-MOS technology. Lehman and Burla assumed their adder to be designed using discrete components where these two times are equal. Our analysis will include their problem as a special case.

2. DIVIDING THE ADDER INTO GROUPS

Let \( n \) denote the number of bits in a carry skip adder and let \( m \) denote the number of groups into which the bits are divided. Let \( x_1, \ldots, x_n \) denote the sizes of the groups beginning with the most significant bit. Let \( T \) denote the time required for a carry signal to skip over a group of bits. To be precise we should write \( T = T(x) \) to indicate that \( T \) depends on the size \( x \) of the group over which the carry is skipped. However, \( T \) changes very slowly with \( x \) over the range of group sizes that concern us. So we assume that \( T \) is constant.

For a given \( n \), the following three-step procedure gives an optimal way of dividing an \( n \) bit adder into groups of bits.

Procedure 2:

2(i) Let \( m \) be the smallest positive integer such that

\[
n \leq m + \frac{1}{2} mT + \frac{1}{4} m^2 T + \left(1 - (-1)^m\right) \frac{T}{8}
\]

(1)

2(ii) Let

\[
y_i = \min\{1 + iT, 1 + (m + 1 - i)T\}, \quad i = 1, \ldots, m
\]

and construct a histogram whose \( i \)-th column has height \( y_i \). For example, for \( T = 3 \) and \( n = 48 \), we have \( m = 7 \) and the following histogram.

![Fig.2. Histogram of segments \( y_i, x_i \)](image)

2(iii) It is easily verified that the area of the histogram in (ii) is

\[
m + \frac{1}{2} mT + \frac{1}{4} m^2 T + \left(1 - (-1)^m\right) \frac{T}{8} \geq n
\]

so these are at least \( n \) unit squares in the histogram. Starting with the first row, shade in \( n \) of the squares, row by row. Let \( x_i \) denote the number of shaded squares in column \( i \) of the histogram, \( i = 1, \ldots, m \).

Then \( x_1, \ldots, x_m \) is an optimal division of the adder. The maximum delay of a carry signal is \( mT \).

Example 1. For a 48 bit adder we have, from Figure 2.
\( x_1 = x_7 = 4, x_2 = x_6 = 7, x_3 = 8 \) and \( x_4 = x_5 = 9 \).

![Fig.3. Carry chain of a 48-bit adder: n=48, mT=21](image)

The maximum delay is experienced by a signal generated in the second bit position and terminating in the 47th bit position. The delay is \( mT = 21 \).

Example 2. Consider a 54 bit adder. From 2(i) we see that again \( m = 7 \). If we shade 54 squares in Figure 2, we see that

\( x_1 = x_7 = 4, x_2 = x_6 = 7, x_3 = x_5 = 10 \) and \( x_4 = 12 \)

yields an optimal division of the adder. Again the maximum delay is \( mT = 21 \).

Example 3. Consider a 64 bit adder. From 2(i) we compute \( m = 8 \). The corresponding histogram is shown in Figure 4. The optimal group sizes are:

\( x_1 = x_8 = 4, x_2 = x_7 = 7, x_3 = x_6 = 10, x_4 = x_5 = 11 \).

![Fig.4. Segment histogram for a 64-bit adder: m=8](image)
The delay of the longest signal is $mT = 24$.

**Proof of Optimality** We are going to prove optimality of the division of the carry chain described in 2(i)-(iii). First we need a lemma.

**Lemma 1.** When the bits of a carry skip adder are grouped according to the scheme (i)-(iii), the maximum propagation time of a carry signal is $mT$.

**Proof.** The carry generated at the 2nd bit position and terminating at the (n-1) clearly has propagation time $mT$. We must show that any other signal has propagation time smaller than or equal to $mT$. Consider a signal originating in the $i$th group and terminating in the $j$th, $i < j$. Denote its propagation time by $P$. Clearly

$$P \leq (x_i - 1) + (j - i - 1)T + (x_j - 1).$$

By construction, $x_i \leq \min\{1 + iT, 1 + (m + 1 - i)T\}$ for each $i$ so

$$P \leq \min\{1 + iT, 1 + (m + 1 - i)T\} + \min\{1 + jT, 1 + (m + 1 - j)T\} + (j - i - 1)T - 2.$$

There are three cases to consider.

1. First assume

$$\min\{1 + iT, 1 + (m + 1 - i)T\} = 1 + iT$$

and

$$\min\{1 + jT, 1 + (m + 1 - j)T\} = 1 + jT.$$ 

In this case $1 + jT \leq 1 + (m + 1 - j)T \Rightarrow 2jT - T \leq mT$. It follows that

$$P \leq 1 + iT + 1 + jT + (j - i - 1)T - 2 = 2iT - T \leq mT.$$

2. Now assume that

$$\min\{1 + iT, 1 + (m + 1 - i)T\} = 1 + (m + 1 - i)T$$

and

$$\min\{1 + jT, 1 + (m + 1 - j)T\} = 1 + (m + 1 - j)T.$$ 

In this case we have

$$P \leq 1 + iT + 1 + (m + 1 - j)T + (j - i - 1)T - 2 = mT.$$ 

3. Finally, assume that

$$\min\{1 + iT, 1 + (m + 1 - i)T\} = 1 + (m + 1 - i)T$$

and

$$\min\{1 + jT, 1 + (m + 1 - j)T\} = 1 + (m + 1 - j)T.$$ 

It follows that

$$P \leq 1 + (m + 1 - i)T + 1 + (m + 1 - j)T + (j - i - 1)T - 2 = 2mT - (2iT - T) \leq 2mT - mT = mT.$$

This completes the proof of the lemma.

**Lemma 2.** Let $\Delta$ denote the maximum delay of a carry signal in an $n$-bit carry skip adder with group sizes chosen optimally. Then

$$(m - 1)T \leq \Delta \leq mT.$$

**Proof.** Since we have exhibited a division of the carry chain into groups in such a way that the maximum delay of a carry signal is $mT$ we clearly have $\Delta \leq mT$.

Let $x_1, x_2, \ldots, x_r$ denote the optimal group sizes corresponding to $\Delta$. For the moment assume that $r = 2k$ is even. By considering carries originating in group $i$ and terminating in group $r - i + 1, i = 1, \ldots, k$, we deduce the following system of inequalities.

$$(x_1 - 1) + (r - 2)T + (x_r - 1) \leq \Delta$$

$$\vdots$$

$$(x_{k - 1} - 1) + (r - 2k)T + (x_{r - k + 1} - 1) \leq \Delta$$

If we add these inequalities and use the fact that $\sum_{i=1}^k x_i = n$, we obtain the inequality

$$n - 2k + (k + 1)rT - k(k + 1)T \leq (k + 1)\Delta$$

which simplifies to

$$\frac{n - 2k}{k + 1} + kT \leq \Delta.$$

The left hand side of this inequality assumes its minimum value at

$$k + 1 = \frac{\sqrt{n + 2}}{T}.$$

It follows that

$$\Delta \geq (T + 2) + \sqrt{4nT + 8T}.$$ 

(2)

Assume now that $r = 2k + 1$ is odd. We then have the system of inequalities

$$(x_1 - 1) + (r - 2)T + (x_r - 1) \leq \Delta$$

$$\vdots$$

$$(x_{k - 1} - 1) + (r - 2k)T + (x_{r - k + 1} - 1) \leq \Delta$$

$$(x_k - 1) + (r - 2k + 1)T + (x_{r - k + 1} - 1) \leq \Delta,$$

which implies that

$$\frac{n - 2k - 1}{k + 1} + kT \leq \Delta.$$

By minimizing the left hand side of this inequality with respect to $k$ we find that

$$\Delta \geq (T + 2) + \sqrt{4nT + 4T}.$$ 

(3)

By comparing this with (2) we see that (3) holds in all cases.

We will now produce an upper bound on $mT$. Since $m$ is the smallest positive integer satisfying (1) we have

$$n > (m - 1) + \frac{1}{2} (m - 1)T + \frac{1}{4} (m - 1)^2 T + (1 - (-1)^{m-1}) \frac{T}{8}.$$
Since each size of this inequality is an integer, we can increase the right-hand side by 1 to obtain

\[ n \geq m - \frac{1}{4} T + \frac{1}{4} m^2 T + (1 - (1 - \frac{m}{8})) T. \]

Solving this inequality for \( mT \) gives

\[ mT \leq -2 + \sqrt{4nT + 4 + T^2} - (1 - (1 - m)^{-1}) \frac{T^2}{2}. \tag{4} \]

Combining this with (2) and (3) gives

\[
mT - \Delta \leq \frac{T + \sqrt{4nT + 8T^2} + \sqrt{4nT + 4 + T^2} - (1 - (1 - m)^{-1}) \frac{T^2}{2}}{r - \text{even}} \quad \text{and} \quad \frac{T + \sqrt{4nT + 4 + T^2} - (1 - (1 - m)^{-1}) \frac{T^2}{2}}{r - \text{odd}}.
\]

For \( n \) sufficiently large we have \( mT - \Delta \leq T + 1 \) and since \( mT - \Delta \) is an integer, \( mT - \Delta \leq T \). This completes the proof of the lemma.

**Theorem 1** The scheme 2(i)-2(iii) given above for dividing the bits of a carry skip adder into groups is optimal for \( 2 \leq T \leq 7 \).

**Proof.** Assume the scheme is not optimal and let \( \Delta \) be the maximum delay corresponding to an optimal division of the bits into groups. Assume there are \( r \) groups in the optimal division. Since a carry in signal to the least significant bit group can skip over each group we have \( rT \leq \Delta \leq mT \) so \( r \leq m \). If \( r = m \) then \( \Delta = mT \) and the theorem holds by Lemma 1. If \( r = m - 1 \) \( m \) and \( r \) have different parities and it follows from (5) that \( mT - \Delta < T \) for \( 2 \leq T \leq 7 \) so that \( \Delta > (m - 1)T = rT \). This means that a signal which skips over each of the \( r \) groups has delay less than the maximum delay. Similarly, if \( r < m - 1, \Delta \geq (m - 1)T > rT \) so that a signal which skips over each group has delay \( \leq \Delta \). It follows that a signal with delay \( \Delta \) must start in a group \( i \), ripple to the end of this group, then skip over \( s \) groups and each \( j \)th group respectively. Assume that \( i \) is chosen as small as possible and \( j \) as large as possible. A signal originating in group \( i \), rippling to the end of this group and then skipping over the next \( s \) groups has delay

\[ \Delta \leq (x_i - 1) + sT \leq (x_i - 1) + (r - 1)T \leq (x_i - 1) + (m - 2)T. \]

Since \( \Delta \geq (m - 1)T \) this implies that \( x_i \geq T + 1 \). Divide group \( i \) into two groups such that the group containing the most significant bits has size 1. Since the ith group is the first group in which a signal having maximum delay can originate, this subdivision does not increase the delay of any carry signal of maximum delay. However, it increases the number of groups by 1.

Suppose now that a carry signal originates in a group \( i \), ripples to its end, skips over \( s \leq r - 2 \) groups and finally ripples through the first few bits of a group \( j \) and terminates. We then have

\[ \Delta \leq (x_i - 1) + sT + (x_j - 1) \leq x_i + x_j - 2 + (m - 3)T. \]

So that either \( x_i \geq T + 1 \) or \( x_j \geq T + 1 \). This means that we can subdivide one of the groups \( i \) without increasing \( \Delta \). Continuing in this way, we can always increase the number \( r \) of groups in an optimal division of a carry chain by 1 without increasing \( \Delta \) if \( r < m \). This means that we can arrive at an optimal division of the carry chain into \( m \) groups. We must then have \( \Delta \geq mT \) which, together with Lemma 2, implies \( \Delta = mT \). This completes the proof of the theorem.

### 3. Dividing Groups into Blocks

It is clear that the maximum delay of a carry signal in a carry skip adder can be further reduced if signals are allowed to skip over blocks of groups. We define a block to be an additional path allowing carry signal to skip directly over groups. In this section we will describe an efficient scheme for dividing the carry chain into blocks of groups. We assume that the time required for a carry signal to skip over a block of groups is \( T_b \). Actually, the time required for a carry to skip over a block \( T_b \) is slightly longer than the time \( T_g \) required to skip over a group. But for the sake of simplifying the analysis we will assume these two times to be equal i.e. \( T_b = T_g \). However, our technique extends to the case where \( T_g \neq T_b \).

Let \( M \) denote the number of blocks into which the groups of bits are divided. Let \( \Delta \) denote the maximum delay a carry signal can have in an adder divided into \( M \) blocks. Clearly, \( \Delta \geq MT \). We will show how to choose the blocks such that \( \Delta = MT \). We will also show how to choose \( M \) for an adder of length \( n \).

Our blocks are chosen in such a way that the maximum delay of a signal originating and terminating in block \( i \) and \( M + 1 - i \) is \( iT \).

Consider a signal originating in the first of these blocks and terminating in the second. Such a signal will skip over \( M - 2i \) blocks and will accordingly have delay \( \leq (iT) + (M - 2i)T + iT = MT \) as desired. It follows from our work in Section 2 that in order for a signal originating and terminating in block \( i \) to have delay less or equal \( iT \) we must choose the length of the i-th and \( (M + 1 - i) \)-th blocks to be less or equal the number of unit squares in a histogram with base of width \( i \). Thus the maximum length of the i-th and \( (M + 1 - i) \)-th blocks must be

\[ i + \frac{1}{2}iT + \frac{1}{4}iT^2 + (1 - (1)^{-2}) \frac{T^3}{8}, \quad i \leq \left\lceil \frac{M}{2} \right\rceil. \]

(Here we use the symbol \( \lceil x \rceil \) to denote the smallest integer \( \geq x \).)

It follows that the maximum length of an adder divided into \( M \) blocks must be
\[
\frac{\sum_{i=1}^{M-1} \left\{ i + \frac{1}{2} i T + \frac{1}{4} i^2 T + (1 - (-1)^i) \frac{T}{8} \right\}}{n} + \frac{1}{2} \left\{ \frac{M}{2} \frac{1}{2} + \frac{1}{2} \frac{M}{2} \right\} + \left(1 - (-1)^{\frac{M}{2}} \right) \frac{T}{8}
\]

(3.1)

Thus for a given adder length \( n \), we choose \( M \) to be the smallest positive integer such that the expression (3.1) exceeds or equals \( n \). \( M \) is then the number of blocks into which our adder must be divided. The formal statement of our algorithm is as follows.

3(i) Choose \( M \) to be the smallest positive integer such that

\[
n \leq 2 \sum_{i=1}^{M-1} \left\{ i + \frac{1}{2} i T + \frac{1}{4} i^2 T + (1 - (-1)^i) \frac{T}{8} \right\} + \frac{1}{2} \left\{ \frac{M}{2} \frac{1}{2} + \frac{1}{2} \frac{M}{2} \right\} + \left(1 - (-1)^{\frac{M}{2}} \right) \frac{T}{8}
\]

3(ii) Form \( M \) blocks labeled 1, 2, \ldots, \( M \), with blocks \( i \) and \( M + 1 - i \) each containing

\[
i + \frac{1}{2} i T + \frac{1}{4} i^2 T + (1 - (-1)^i) \frac{T}{8}
\]

bits, \( i \leq \frac{M}{2} \).

This construction is analogous to the construction of the histogram in 2(ii). If necessary, delete bits from the largest blocks in this chain until a total of exactly \( n \) bits remain in the \( M \) blocks.

3(iii) Treat each of the final blocks in 3(ii) as a complete carry chain and divide it into groups optimally using the algorithms 2(i)–2(iii).

Example 3.1. Consider a 32-bit adder. For \( i = 1, 2, 3, \ldots \), and \( T = 3 \) the numbers

\[
i + \frac{1}{2} i T + \frac{1}{4} i^2 T + (1 - (-1)^i) \frac{T}{8}
\]

take on the values 4, 8, 15, 22, 32, \ldots \) respectively. Since

\[
32 \leq 2(4 + 8) + 15
\]

we must have \( M = 5 \) blocks in step 3(ii). These blocks have sizes 4, 8, 15, 8, 4 respectively. If we delete 7 units from the middle block we obtain block sizes 4, 8, 8, 4 which add up to 32. Dividing each block into groups by the procedure 2(i)–2(iii) we obtain the following chain where each group has size 4.

The maximum delay of a carry signal is \( MT = 15 \).

Example 3.2. Consider a 48-bit adder. Again we assume \( T = 3 \).

Since

\[
48 \leq 2(4 + 8 + 15)
\]

we must take \( M = 6 \) corresponding to block sizes 4, 8, 15, 8, 4. The total number of units is 54. So we reduce the size of the two middle blocks by 3 each. This gives block sizes 4, 8, 12, 12, 8, 4 adding up to 48. If we divide each block into groups by the procedure 2(i)–2(iii), each group has size 4. The maximum delay of a carry signal is given by \( MT = 18 \).

Example 3.3. Consider a 64-bit adder and assume \( T = 3 \).

Since

\[
64 \leq 2(4 + 8 + 15) + 22
\]

we take \( M = 7 \) and start with blocks of sizes 4, 8, 15, 22, 15, 8, 4 respectively. The lengths of these blocks total 76. So we reduce the whole block by 2. The new block sizes are 4, 8, 15, 10, 15, 8, 4. The optimal division of these blocks into groups is given in Figure 7. We could have just

\[
\begin{array}{cccccccc}
Y_1 & Y_2 & Y_3 & Y_4 & Y_5 \\
x_1 & x_2 & x_3 & x_4 & x_5 & x_6 & x_7 & x_8 \\
n=64 & \Delta=MT=21 \\
\end{array}
\]

Fig.7. Carry chain of a 64-bit adder: \( MT = 21 \)

as well reduced the sizes of the three middle blocks obtaining final blocks of sizes 4, 8, 13, 14, 13, 8, 4. The maximum delay of a carry signal would still be \( MT = 21 \).

4. COMPARISON

In the literature comparison of schemes for ALU implementation is done mainly on the basis of the number of gates, propagation delay per gate and power consumed per gate [5]. However, if a VLSI implementation of a high-speed ALU is considered, these measures are not easily applied. For example, the propagation delay in number of gates is not an adequate measure unless care is taken to implement the function exactly as specified by its logic (gate) representation. This is often not the case since the function is frequently merged into a group of transistors or implemented by using pass-transistors, precharge or other techniques applied by the circuit designer in order to minimize delay and power.

In general, if the function is implemented in two levels of logic, the delay is not necessarily smaller than the implementation of the same function in three or more logic levels. This is due to the fact that in n-MOS technology the delay is heavily dependent on several factors:

1. Gate type: NOR gates are faster than NAND gates.
2. Fan-in: for a NAND gate, the delay is directly proportional to the number of inputs, since inside the n-input NAND gate the signal has to propagate through n-transistors. In case of
a NOR gate, delay is not strongly affected by the number of inputs, and therefore the use of NOR gate is preferable.

3. Fan-out: the speed of a gate will be different if the fan-out is larger than in the case of small fan-outs.

4. Wiring: speed is also dependent on the length of the wires i.e. "wiring capacitance" and the resistance of the long wires.

4.1 Comparison with Carry-Lookahead Scheme

For the purpose of our analysis we consider as a rough measure of delay the number of FET transistors through which the signal needs to propagate in order to reach the destination point. This seems to be satisfactory for measuring delay through a VLSI FET network. In addition we modify the delay equations for the points known to have either a substantial fan-out or considerable capacitive loading due to the long wires carrying signal to the distant points within the VLSI macro block. For example, we assume that the time required for a carry signal to skip over a block of groups is three times the time to ripple through one bit position of the carry-chain. These assumptions were confirmed by simulation performed on a 32-bit ALU which was actually implemented in n-MOS technology.

The Case $T = 1$.

In order to compare the speed of our carry skip adder with that of the Carry Lookahead Adder (CLA), we take $T = 1$. This modification is made in order to compare our results with the estimates for the CLA adder which are based on the gate delay calculations in which it is assumed that each gate level introduces a delay $t_G = 1$ regardless of the gate fan-in or fan-out [5]. This assumption works favorably for CLA when calculating its speed. In practice we expect CLA to show worse performance than estimated while the calculation for our CSA schemes should be more accurate.

For our comparison we consider full-CLA with the groups of size $G_i = 4$. CLA adder of size $n=32$ bits is shown in Fig. 8, with the delays indicated at each signal input and output to or from the block. Delay calculation for CLA of the sizes $n = 16, 32, 48, 64$ shows delays for the critical path of the carry signal to be $\Delta = 6, 8, 10, 10$ respectively [5].

First we consider our case where the adder is simply divided into groups of bits. The procedure in Section 2 shows that the maximum delay of a carry signal in an $n$ bit adder is $M$, where $M$ is the smallest integer satisfying

$$n \leq m + \frac{1}{2}m + \frac{1}{4}m^2 + (1 - (-1)^m)\frac{1}{8}.$$ 

The values of a delay $M$ for our method compared with the CLA delays for several values of $n$ are shown in the Table 1.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\Delta(CSA)$</th>
<th>$\Delta(CLA)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>64</td>
<td>14</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1. Delay comparison with the CLA for the method of Section 2.

Consider now the case where the adder is divided into blocks of groups according to the procedure of Section 3. This algorithm shows that the maximum delay of a carry signal in an $n$ bit carry skip adder is $M$, the smallest positive integer satisfying

$$n \leq 2 \sum_{i=1}^{\left\lceil \frac{M-1}{2} \right\rceil} \left\{ i + \frac{1}{2}i + \frac{1}{4}i^2 + \left( 1 - (-1)^i \right) \frac{1}{8} \right\}$$

$$+ \frac{1 - (-1)^M}{2} \left\{ \left\lfloor \frac{M}{2} \right\rfloor + \frac{1}{2} \left\lfloor \frac{M}{2} \right\rfloor + \frac{1}{4} \left( \frac{M}{2} \right)^2 \right\}$$

$$+ \left( 1 - (-1)^{\left\lfloor \frac{M}{2} \right\rfloor} \right) \frac{1}{8} \right\}. \right.$$ 

Recall that $\lceil r \rceil$ is the smallest integer $\geq r$ for any real number $r$.

Table 2. shows the values of delay $M$ for CSA of Section 3 compared to that of CLA adder corresponding to several values of $n$.

![Fig.8. Carry Signal Delay of a CLA Adder of the size $n=32$ bits](image-url)
<table>
<thead>
<tr>
<th>n</th>
<th>Δ(CSA)</th>
<th>Δ(CLA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>48</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>64</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. Delay comparison between CSA of Section 3. and CLA.

In the first case (Table 1.) we notice that CLA is faster than our method of Section 1. resulting in equal delay for \( n=16 \) and ending up with 40\% advantage for \( n=64 \). However, in the second case (Table 2.) our method of Section 3. shows advantage in speed over CLA of approximately 20\% for \( n=16 \) and no advantage for \( n=64 \).

Our scheme exhibits regularity in fan-in and fan-out throughout the entire carry chain and therefore yields simpler and regular implementation. The amount of logic required to implement our scheme should therefore be smaller than that of CLA. Therefore its implementation in VLSI technology should yield even better results.

5. CONCLUSION

Our goal in implementing this scheme was to achieve a regular structure without using an excessive chip area. Comparison of various ALU implementation schemes for area and power as a parameter show that after some point small improvement in speed is achieved by a large investment in area or power [6],[7]. In our approach we argue that this incremental improvement in speed is diminished due to the overhead in the wiring capacitance and device size. Therefore our approach is to maximize the speed not by increasing the power or adding a substantial amount of logic but rather by optimizing on the path of the signal with the critical timing (carry signal) by designing the ALU around the carry path. The method described in Sections 2. and 3. is especially applicable for the floating-point fraction ALU which is usually of large size \( n \).

REFERENCES


