Design Of High Speed MOS
Multiplier And Divider Using Redundant Binary Representation

Shigeo KUNINOBU,* Tamotsu NISHIYAMA *
Hisakazu EDAMATSU,* Takashi TANIGUCHIL,*
and Naofumi TAKAGI **

* Semiconductor Research Center, Matsushita Electric Industrial Co.,Ltd.
Moriguchi, Osaka, 570 Japan
** Department of Information Science, Faculty of Engineering
Kyoto University, Kyoto, 606 Japan

Abstract

A high speed multiplier and divider for MOS LSI based on a new
algorithm is presented. When we implement the muitiplier and the divider
in LSI, the features such as high speed operation, small number of
transistors and easy layout are the most important factors. A
computational algorithm using a redundant binary representation has
several excellent features such as high sp:ed addition operations. We
improved the algorithm and the method of implementation, and designed
an advanced multiplier and divider with the above mentioned features. We
expect that our multiplier and divider are excellent compared with
multipliers using the Booth algorithm and the Wallace tree, and with
divider using the SRT method, respectively.

L Introduction

Rapid advancements in LSI technoiogy demand innovative
computational algorithms and hardware structures which fully exploit the
useful features of this technology to achieve high performance. A
computational algorithm using the redundant binary representation which
has a digit set {-1, 0, 1} and its application to multipliers and dividers have
been proposed by N. Takagi et al. ]'[3], and these multiplier and divider
have several excellent features. In order 10 translate this concept into
innovative hardware structures for LSI, we improved the algorithm and the
method for implementation and designed an advanced multiplier and
divider.

A. Multiplier

A multiplier using the Booth algorithm and the Wallace tree is useful
for high speed multiplication e:;peciall[yjn bit multiplication larger than
about 16-bit, so some new multipliers 41151 have been fabricated using
this method. An n-bit x n-bit multiplication time is proportional to log n,
so the multiplication time is small for large n's.

However, the layout is difficult because the Wallace tree requires a
carry save adder circuit with three inputs and two outputs, which makes it
difficult to realize this multiplier compastly on a LSI chip. Furthermore,
this difficulty has a bad effect on high speed multiplication.

An algorithm based on the redundart binary representation also has a
multiplication time proportional to log n. However, the layout of the
multiplier with this algorithm is easy because a redundant binary adder
with two inputs and one output can be used. In the past, the redundant
binary representation has required a larger number of transistors than the
binary representation, so the number of transistors was larger than that of a
multiplier using the Booth algorithm and the Wallace tree since in the
redundant binary representation which has a digit set {-1, 0, 1} needed two
binary bits to express one redundant binary digit. We present the method to
reduce the number of transistors of the multiplier.

As the result, 2 MOS n-bit multiplier with high speed operation, easy
layout and a reduced numbser of transistor: can be performed.
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B. Divider

There was little chance to implement a hardware divider by a
combinational logic. However, the rapid advancements in LSI technology
makes it possible to implement the hardware divider.

The divider using the SRT division method!®] is useful for high speed
operation. The division method produces a number of quotient digit in the
set (-n,",-2,-1,0,1,2, n} per step ( in the set {-1, 0, 1} in the case of
a radix two SRT non-restoring division per step ).

In the algorithm with the redundant binary representation, all internal
calculations, such as the quotient determination step and the partial
remainder determination step, can be executed in the redundant binary
representation. By adopting the full redundant binary representation to the
divider, an n-bit + n-bit division time is proportional to n, and the number
of transistors is proportional to n*. Furthermore, the layout is easy
because of the repeatability of its basic cells. We present the method to
reduce the number of the transistors of the divider, and to realize high speed
operation.

As the result, a MOS divider with high speed, easy layout and reduced
number of transistors can be performed.

II. Redundant Binary Representation

A. Carry-Propagation-Free Addition

The redundant binary representation used in this paper has a digit set
{-1,0, 1}. In the redundant binary number system, carry propagation can
be eliminated, so addition of two numbers can be performed in a constant
time independent of the word length. Carry-propagation-free addition is
performed in the following steps.

In the first step, we determine the intermediate carry ¢;(e(-1,0,1})
and the intermediate sum digit s; (€{-1,0, 1)) at i-th order position,
satisfying the equation Xj+y; =2¢; +s;, where x; and y; are the augend
and addend digit, respectively. In the second step, we obtain the sum digit
z; (€(-1,0, 1)) at i-th order position by adding the intermediate sum digit
s; and the intermediate carry ¢;.1 from the next-lower-order position ( the
(1-1)-th order position ) without generating a carry, namely the equation z;
=5 +Ci 1.

! In 1thlt: first step, we determine ¢j and s; so that both s; and ¢;_; are not
1's, nor are they -1's. Table I shows a computation rule in the first step.
We can know the possibility of a carry from the next-lower-order position
by examining the augend and the addend digits x;_jandy; ; atthe
next-lower-order position. When both x;_1 andy; | are 1's or one of them
is 1 and the other is 0, there is a possibility of a "1 "-carry ( positive carry
)- When both of them are -1's or one of them is -1 and the other is 0, there
is a possibility of a " -1"-carry ( negative carry ). In the other cases, there
is no possibility of a carry. Therefore, ¢; and 5; can be determined by
exantining x;, Y X1 and y; 4.

When we determined ¢ and sj as stated in the above, no carry is
generated in the addition of sjand ¢;_ in the second siep. Thus, each sum
digit z; can be computed from i Yj X2 ¥i.1» Xj.2 and yj_o. Namely, z
depends on only these six digits. This is one of the keys to the high speed
operation. Fig.2.1 shows an example of carry propagation-free addition in
accordance with this rule.




Table I

Computational Rule For The First Step In Carry-Propagation-Free

Addition
Augend Addend igits at the next- atsrmediatefntermeiate
digit digit ower-order position carry mum digit
(xi) (i) ( xi-1, yi-1 ) (ei) (i)
1 1 —_— 1 o
Both are
1 0 . 1 -1
nonnegative
0 1 Otherwire 0 1
0 Q —_— 0 0
1 -1 0 0
» 1 0 0
Both are
0 -1 . 0 -1
nonnegative
-1 0 Otherwise - 3
-1 -1 —_— -1 0
Augend [10T0700T) ( 87)
Addead + (1T1001fYT} (101)
. step 1
Intermediate Sum 01001110
Intermediate carry + 110001
—_—— step 2
Sum 1T1000T00 (188)

Fig.2.1 Example of Carry-Propagation-Free Addition
( Tdenotes-1)

B. Conversion From Redundant Binary To Binary Numbers

Conversion from a redundant binary number to a binary number has
to be done, because the binary number system is "he standard
representation system used external to the multiplier. This conversion can
be performed easily from the following equation

B Y S N oyl
A=A (IR A ()

where a € {-1,0,1},
each digit of A*and A” ¢ {0, 1}.
This conversion is carried out by a carry look ahead adder with a time
propotional to log n.

II. Multiply and Divide Algorithm using a Redundant
Binary Adder

A. Multiplier

The 2-bit Booth algorithm has been used for high speed operation. In
the algorithm, the multiplier is recoded into the radix 4 modified SD (
Signed Digit ) representation with a digitset {-2,-1,0, 1,2 }. Then, the
1/2 partial products can be generated in accordance with the n/2 recoded
multiplier digit.

We present a new method for partial product zeneration of a
multiplier using the redundant binary representaticn, which is based on a
2-bit Booth algorithm.

In Booth algorithm, the n/2 partial products can be generated
according to the recoded multiplier, on the other hand, in our method, the
1/4 partial products can be generated according to the adjacent recoded
multiplier group.

This method is as follows:
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In 2's complement binary number, the multiplier Y is
oy ol I )
Y=-y,2 -ij=):1y.‘2 (3-1)
where ¥Yp = sign bit
Yn-1» Yp2 » "y ¥ = number bit.

Let the number of bits be a multiple of four for convenience’' sake.
The multiplier Y is changed to

n/2-1 2i
Y =j£=263'2j + Y241 292542 ) 27

n/4-1
"t VaK * Yake1 - ake2) - Qg -
.5 21,54k
Yak+3 " Yaks2) 2712 (32)
where y;=0,

the first part of terms shows even ( j =2k ) and second
showsodd (j=2k+1),andifnisnota multiple of four, the second
part of the last term is asumed to be 0.
The equation ( 3-2 ) is

-k . 921 98k
¥=£ { Breven~ Sk By oad 2° )2 (3-3)

where Sy = sign (Yak * Y age1 - 2Yake2)
By even =!Yak +Y a1 - 2Yapq2 !

Briodd = Sk’ @Yaxed - Yaka3 - Yaxs2)-
Let X be the multiplicand, the multiplication X'Y is

o Va1 ) - cxy 22 1. oAk
XY=F Sk (B even X) - Sy (By ggq X ) 22 )2

In this equation, { Sy* (By oye X ) - Sy (By gy X ) 22 ) 2%
shows the partial products where the number is aboul /4, and each digit of
this term in the set {-1, 0, 1 } can be obtained from the subtract of each bit
of two terms in the set { 0, 1 }. Namely, the equation (3-4 ) shows that
the number of partial products can be reduced to be half compared with the
usual Booth algorithm, and the circuit can be simplified as described in the
chapter IV,

In the partial product generation, Bk,even" X takes the value 0, +X or
+2X and Bk,odd' X does 0, +X, -X, +2X or -2X. 2X can be generated by
a 1-bit shift, and negative term of the equation like -X or -2X can be
realized bl adding "1" of 2's complement of the multiplicand X. A 2-bit
shift by 24 of the term Si( Bk.odd'xa ) can be implemented by the
interconnection at the layout-stage. In order to avoid the carry propagation,
a ZProcess of adding "1" of 2's complement can be executed by adding Sy
2k+20 at the step of the addition of the partial products.

Furthermore, in the partial products, the first term ( the even term )
can be the subtrahend or the minuend and the second term (the odd term )
can be the minuend or the subtrahend in accordance with Sg=1lor Sy =
-1, respectively, and the partial products can be the redundant binary
number resulting from the subtraction of the above mentioned two terms
of the binary number.

Therefore, the multiplication X°Y can be executed by the n/4 partial
product addition of the redundant binary representation,

B. Divider
The division algorithm presented in this paper has the following
equation of the general shift-subtract/add division method.

R(H'l):rR(J)-qJD for _]i=0, 1,.........,n_1

(3-5)

where r=radix (r=2in this paper )




D = divisor

9= g’—th quotient digit from a decimal point
r* R\ = dividend

RU*Y) = remainder after the decision of q;

In this paper, each remainder RY is expressed in the redundant binary
number {-1,0, 1}. And the calculation of the equarion can also be executed
in the redundant binary number. RY has 1 digit irtegral number part and n
digit from a decimal point, each quotient digits car be determined by
examining the three most significant digit [rg).r1)] in the set (1,0, 1 ).

Based on the equation ( 3-5 ), the steps of the calculation are as
follows :

step 1: Dividend X ( 1/2<X<1) and divisor Y ( 1/2<Y<1 ) have the
binary number of the set { 0, 1 }. And first order remainder R 1 is
calculated in the redundant binary system from the following equation.
Namely, each digit of R 1) has the result of the reclundant binary number
from the subtraction between each bit of X and ezch bit of Y of the binary
numbers, respectively.

RD « x.v
q0:=1

step 2 ; Each q; is determined by examining (he three most significant
digit [rg'.ryJry)] as follows :

|r -1 if [roj.‘rljr?_j] <)
g:= { o0 if[roj.rljrzj] =0 (3-6)
U 1 ifigrdei >,

and each RUHD) i obtained iteratively in the redundant binary
system from the following equation,

RU+D :=2-R(i)-qj-y (37)

step 3 : Finally, we can get the result Z from the redundant binary /
binary number conversion as shown in the following equation.

IV. Implementation

The implementation of CMOS multiplier and divider with high speed
operation, a small number of transistors and easy layout is described.

A. Redundant Binary Adder Cell
(1) Simplification of the circuit
According to the computation rule of Table I, the intermediate sum
digits; (€ {-1,0, 1 }) and the intermediate carry ¢; (€{-1,0,1}) have the
following relations.
(a) When both the augend digit x;_1 and the addend digit ¥i.] are
nonnegative,
(i) the intermediate sum digit s; is nonpositive ( namely, sje{-1,
0})and
(ii) the intermediate carry ¢;_1 is nonnegative (namely, ¢.1€(0,
1.
(b) When one of Xj_1 Or ¥j.1 is at least negalive,
(i) the intermediate sum digit s; is nonnegative (namely, s;€(0,
1})and
(ii) the intermediate carry ¢;.1 is nonpositive (namely, ¢ (-1,

o).

Therefore, in the case of both (a) and (b), s and ¢;_1 can be expressed
in two values (namely {0, 1} or {-1, 0 }) from the redundant binary set {-1,
0, 1 }. Namely, by using the two-value s;and ¢; 4, it is possible to

simplify the redundant binary adder cell.
We introduce the valuable P, 1 (€(0,1}) as follows :
P; | = 0if (a) is satisfied, and Py | = Lif (b) is satisfied.
The intermediate sum digit s; and the intermediate carry Cj.1 canbe
changed to the two-value variable u; and v;_; by the following equation.

(41)
Vie1=Pip+ep
jandc; 1 e{-1,0,1)
ui, Vi-l and Pl—l € { 0,1 ]
The use of the variables u; and v; ; in stead of the variables s; and
¢;_j makes it possible to realize the simple circuit configuration.

where s,

(2) The addition of two general redundant binary numbers - adder
cell (1)

We represent a redundant binary digit t; by two binary bits %, 12,
and assign "11", "00" or "01" to Listia according ast; is "-1", "0" or “1",
respectively, where t is i, ¥j» §; 0T Z4, Pi’ y; and v; can be decided by the
following logic equation.

P.=xS+yS
1 1
' (42)
y =5 ®P;

vi= (s Py ) Sy ) (P y®)

where sia shows the absolute value of the intermediate sum digit Si»
and

sia = xia @ yia. (4-3)

Finally, the i-th order of addition z; can be decided by the following
logic equation.

.s=u. (RN
2 =YY (44)

a— . .
"=y ® vy

From the equations ( 4-2 ), (4-3 ) and ( 4-4 ), a CMOS redundant
binary adder cell can be implemented as shown in Fig.4.1. The number of
transistors of the circuit is 42 and much reduced compared with the former
cel.l”] Furthermore, the critical path of the circuit is only 5 gates when
the logic path of the exclusive-nor gate is assumed to be 1.5 gates.

(3) The addition of a redundant binary number and a binary number
- addercell (II)

When the augend digit or the addend digit is nonnegative (namely,
binary number ) in the above mentioned redundant binary adder cell (),
the adder circuit can be further simplified. In this case, the addition of two
"-1's " never occurs and the intermediate carry ci-1 can be "0" when the
augend digit xi and the addend digit yi are "0" and "-1", so the intermediate
¢; is always nonnegative. Therefore, from the computation rule of Table I,
we can ignore the case " P;_; = 1", and the u; and v; ; are as follows from
the equation ( 4-1),

i =i

Vi-1= i1
and we can get the following equation

a

Ui=Si

exS (x84
V=X (xx +¥)

The adder cell is as shown in Fig.4.2. The number of transistors of
the cell is 22, so it can reduced to half compared with the cell shown in
Fig4.1. And critical logic path is only 3 gates.
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, Fig.4.1 Redundant Binary Adder Cell (I)
- Addition of Two General Redundant Binary Numbers -
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Fig.4.2 Redundant Binary Adder Cell ¢ o)
- Addition of Redundant Binary And Binary Number -

(4) The subtraction of two binary numbers - adder cell 111 )

When one of the augend digits and the addends digit is nonnegative
and another is nonpositive, the other simple adder cell can be implemented.
Namely, this cell is the redundant binary subtract circuit with two inputs
of a subtrahend and a minuend, and the equation ( 44 ) is applicable to this
circuit. By changing V. and u; o x; and yj in the equation (4-4 ), the
following logic equation can be obtained.

Sy x
5 =YX
a_
Z =¥ 9x
The redundant binary number resulting from the subtraction of two
binary numbers can be implemented by the simple carry-propagation-free
cell as shown in Fig.4.3. The cell has only 10 transistors and the critical

logic path is only 1.5 gates. This cell can be used as the sub-circuit of the
multiplier and the divider mentioned later.

ziS
é:
5

Fig.4.3 Redundant Binary Adder Cell (I )
- Subtract of Two Binary Numbers -

B. Multiplier
(1) Block diagram
The block diagram of the 2's complement multiplier is shown in
Fig.4.4. There are four main blocks for recoder, partial product generator,
redundant binary adder tree and converter from redundant binary to binary
number. Each blocks have the following features :
(a) the recoder is based on Booth algorithm,
(b) the partial product generator can be reduced to n/4 generator as
mentioned in the chapter I11.
(c) the levels of adder tree can be reduced to (logyn/4 ), namely
((togyn) - 2).
(d) the converter can be designed by Ungex's[8] method which is a
kind of carry look ahead adder.

MULTIPLICAND

—
M
e e v
L
H — PARTIAL PRODUCT GENERATOR
Moy 1
Y ’
t t 4
T o A A A 2
; : NEDUNDANT DINAKY ADDER
L *)
| .
£ e /
" c |
o [—
b e PANTIAL PRODUCT GENERATOR
€
—

REDUNDANT DINARY / BINARY CONVERTER

L
PETTTTTTTITTTTT

PRODUCT

Fig.4.4 Block Diagram or muitiplier ( the case of 8-bit word length )




(2) Circuit design
We present the CMOS multiplier circuits.
(a) the recoder : We recode the each multiplier bits Y2j42r yzml and
y%-l (j= 2k or j = 2k+1 from the equation (3-2) ) tc the three bits r
) and r%) as shown in Table II.
(b) the partial product generator : Xn the u. ation 8 -3), Sy B,
and B d are ¢ 2SJressed by the set { r2k r2k 1) BRSO s‘)
r2k +1 r2k +1°7 }. Namely, S is 21mpk emented by use of ryy
By ev%gbxs by use of r2k( and 15 \“/, and Bk odd is by use of ok OF:
Del Tk +1 1) and Tope1 - In the equation { -4 ), the partial product
generator can be obtained from the subtraction of two terms, so the adder
cell (I1T) of Fig.4.3 is applicable to the subtract cir:uit. The cell for
partial product generator is shown in Fig.4.5.
(c) the adder tree : the redundant binary adder cell (1) shown in
Fig.4.1 constitutes the adder tree.

j( even

C. Divider

(1) Block diagram

The block diagram of the divider for the combinational circuit is
shown in Fig.4.6. There are three main blocks for qiiotient digit
determinator, partial remainder generator and convertzr from redundant
binary to binary number. Each block has the follow: ng features :

Table IT
Recode between ¥2j42 ¥2j+1 and ¥2j and rj("), rj(l) and rj(z)

Y2j42| Y2je1 5| 50} @

<
&

—_ e e OO OO
O O o= QO e o
O e O e O O
— e, OO OO

L= R A~ I = I i =]
-~ 000 0O O

r.
Zk 1 < T,
() . (2) r l(1) L. l(2) 2+l

Fig4.5 Panial Product Generator Cell

(a) quotient digits 9 (j=1,"~ , 1t} are determined from the
equation ( 3-6 ).

(b) partial remainders RU+D) (j =1, n) are determined
iteratively from the equation ( 3-7).

(c) the converter is basically the same with the converter for the
multiplier.

(2) Circuit design
We present the CMOS divider circuits.
(a) We represent a redundant binary digit q by two binary bits q*,
q" and assign "01", "00" or "10" according as q is "-1", "0" or "1", and
assign "11", "10" or "01" regarding two binary bits 15, r® according asr is
"-1","0" or "1". From these assignment and the equation ( 3-6 ), we get
quotient digit determining cell as shown in Fig.4.7.

DIVIDEND

PARTIAL REMAINDER GENERATOR

-

. [‘*E’T_:."ém—?-.{%ia‘;?@.%}.‘é

“~Tmex0CcO

i

AmuARMCZON <PPZ-~moam
‘ o

L4

-] q—__L qQ _}_. PARTIAL REMAINDER GENERATOR l

ARMARR

Ovison

Fig.4.6 Block Diagram of Divider (ihe case of 8-bit word length and
Q shows quotient-digit determinator )

9

_.\Q

b0, 0

50° %o 50510 520 528

Fig.4.7 Quodent Digit Determining Cell




; (b) Redundant binary add/subtract cell for partial remainder
. determination is shown in Fig.4.8. The redundant binary adder cell (1)
shown in Fig.4.2 is applicable to this cell in the same manner, Namely,
by adding the following relation to one input with binary numbers in
Fig.4.2, we get Fig.4.8.

Relation : one input with binary number s
l{ divisory; if qj=-1(orq; =1)
e — . _ + -
41 divisor y; 1qu =1(or 9" = 1)
L o if otherwise,

The assignment and the redundant binary add/éubnract cells are the
main factors to realize the MOS divider with high speed operation and a
small number of transistors.

1t e

0

v n

| o- o
| A 0

/
1 ]
. 5" > | L’
] ] g O— L
00 0
Tl ® 5in? R o

: } Fig.4.3 Redundant Binary Add/Suberact Cell

V. Comparison with Other Methods

In order to realize the MOS multiplier and the MO§ divider, the most
important features are operation speed, number of transistors and ease of
layout. Therefore, we compare the multiplier and the divider using
redundant binary representation with other multiplier and divider from the
point of these features.

A. Multiplier

So far multipliers using the Booth algorithm and the Wallace tree
have been one of the most advanced one in the areas mentioned above,
Table I shows a comparison of our multiplier and a multiplier using the
Booth algorithm and the Wallace tree for 64-bit word length for the critical
logic path and the number of CMOS transistors. As shown in Table I1I,
by adopting this multiplier, we can reduce the critical logic path to 90%
and reduce the number of transistors to 75% compared with multipliers
using the Booth algorithm and the Wallace tree. Furthermore, the layout is
easier than these conventional multipliers.

The features of our multiplier in Table ITI are mainly based on the
following reasons:

(a) Carry propagation-free addition with two inputs and one outputs
(results from redundant binary representation).

(b) Reduction of the number of partial products (results from this
paper).

(c) Simplification of the cells (result from this paper).

Table III
Comparison With Two Type Multipliers (64bitX64bit)

Logic path | Number of Layout
(gates) transistors
Our multiplier 34 90k easy
Multiplier using 38 120k Difficult
Booth & Wallace

B. Divider

The divider using the SRT division method is advanced especially in
the feature of high speed operation for combinational logic. Table IV
shows a comparison of our divider and a divider using the SRT division
method for 64-bit word length for the critical logic path and the number of
the CMOS transistors. There are very few examples of the implementation
of the SRT division method, therefore this is just one example. As shown
in Table IV, by adopting this divider, we can reduce the critical logic path
to about 42% and reduce the number of transistors to about 90% compared
with a divider using the SRT division method. Furthermore, the layout is
casy because of its cell repeatability.

The features of our divider in Table IV are mainly based on the
following reasons:

(a) Nonrestoring division and all internal calculation with signed digit
(result from redundant binary representation).

(b) Simplification of the cells (results from this paper).

Table IV
Comparison With Two Type Dividers (84bit+64bit)

Logic path| Number of Layout
(gates) transistors
Our Divider 396 110k easy
Divider using 938 120k easy
SRT
VI. Summary

We presented the design for a MOS high speed multiplier and divider
using redundant binary representation. This multiplier and divider have the
features of higher speed operation, smaller number of transistors and easier
layout compared with the conventional advanced multipliers and dividers.
From these features, we expect this multiplier and divider to represent
significant advances in the field of algorithmic processing implemented in
MOS LSI.
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